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Abstract The dual generalized order statistics is a unified scheme which contains the well known decreasingly ordered
random variables such as (reversed) order statistics, lower record values and lower Pfeifer record values. In this article,
characterization results on Gompertz-Verhulst distribution through the conditional expectation of dual generalized order
statistics based on non-adjacent dual generalized order statistics are given. These relations are deduced for moments of
reversed order statistics, order statistics and lower record values. Further a characterization result through the truncated
moment is also derived.
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1. Introduction

Models of ordered random variables are important and received a great attention from many researchers during
the past century. These models are order statistics, sequential order statistics, record values, Pfeifer record values,
progressively censored order statistics and generalized order statistics, see M. Q. Shahbaz et al. [1].
Kamps [2] has proposed generalized order statistics (gos) as a unified models of ordered random variables which
produce several models as a special case. The comprehensive model for ordered random variables in ascending
order is generalized order statistics. Often it happen that the sample is arranged in descending order for example
the life length of an electric bulb arranged from highest to lowest. In such situations the distributional properties
of variables cannot be studied by using the models of ordered random variables. The study of distributional
properties of such random variables is studied by using the inverse image of gos and is popularly known as dual
generalized order statistics. The dual generalized order statistics (dgos) was introduced by Burkschat et al. [3] as
a unified model for descendingly ordered random variables like reverse order statistics, lower record values and
lower Pfeifer record values.

The characterization of probability distributions is mainly useful in the area of goodness of fit tests, which is
helpful in the construction of statistical tests. The book by Kagan et al. [4] provides the reader a good idea of
the different types of properties which have been used for the characterization. Further it is a valuable source of
information about the whole field of characterization of probability distributions.

Characterization of probability distributions play an important role in probability and statistics. A probability
distribution can be characterized by several methods. In recent years there has been a great interest in the
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characterization of probability distributions through conditional expectations. For example, the development of
the general theory of characterizations of probability distributions by conditional expectations began with work of
Kotlarski [5], Talwalker [6] and Galambus and Kotz [7] are notable.
Further the development on the characterization of probability distributions by conditional expectations continued
with the contributions of many authors among them, Gupta and Ahsanullah [8], Zora et al. [9], Khan et al. [10]
and Gupta and Anwar [11] among others.
Several authors have utilized the concept of dual generalized order statistics in characterization of distributions
including Ahsanullah [12, 13], Mbah and Ahasanullah [14], Khan et al. [15, 16], Faizan and Khan [17], Tavanagar
[18], Khan and Faizan [19], Khan and Khan [20] and Khan and Khan [21].

The dual generalized order statistics (dgos) or sometimes called lower generalized order statistics (lgos) is a
combined mechanism of studying random variables arranged in descending order. The technique was introduced
by Burkschat et al. [3] and is defined in the following.
Let F (x) be an absolutely continuous distribution function (df) with the probability density function (pdf)

f(x). Further, let n ∈ N , n ≥ 2, k > 0, m̃ = (m1, m2, . . . ..,mn−1) ∈ Rn−1, Mr =
∑n−1

j=r mj . Such that γr =

k + n− r +Mr > 0, ∀ r ϵ {1, 2, . . . , n− 1}. Then X
′
(r, n, m̃, k), r = 1, 2, . . . ., n are called (dgos) if their joint

pdf is given by,

k

(
n−1∏
j=1

γj

) (
n−1∏
i=1

[F (xi)]
mif (xi)

)
[F (xn)]

k−1f (xn), (1)

for F−1(1) > x1 ≥ x2 ≥ . . . ≥ xn > F−1(0).
Here two cases may be considered:
1.1 Case I: mi = mj = m, i, j = 1, 2, . . . , n− 1.
The probability density function of the rth− dgos is given by,

fX′ (r, n,m, k) (x) =
Cr−1

(r − 1)!
[F (x)]γr−1f(x) gr−1

m [F (x)], −∞ < x < ∞. (2)

The joint probability density function of the rth and sth−dgos is given by,

fX′ (r, n,m, k), X′ (s, n,m, k) (x, y) =
Cs−1

(r − 1)! (s− r − 1)!
[F (x)]mf(x) gr−1

m [F (x)]

× [hm(F (y))− hm(F (x))]s−r−1 [F (y)]γs−1f(y), −∞ < y < x < ∞. (3)

The conditional pdf of X
′
(s, n,m, k) given X

′
(r, n,m, k) = x, 1 ≤ r ≤ s ≤ n, is

fs|r(y|x) =
Cs−1

Cr−1(s− r − 1)!

[(F (x))m+1 − (F (y))m+1]s−r−1[F (y)]γs−1

(m+ 1)s−r−1[F (x)]γr+1
f(y), y < x (4)

where,

Cr−1 =

r∏
i=1

γi, γi = k + (n− i) (m+ 1),

hm(x) =

{
− 1

m+1x
m+1 , m ̸= −1

− log x , m = −1

and
gm(x) = hm(x)− hm(1), x ∈ [0, 1).

1.2 Case II: γi ̸= γj , i ̸= j i, j = 1, 2, . . . , n− 1.
The probability density function of the rth− dgos is given by,

fX,(r,n,m̃,k)(x) = Cr−1f(x)

r∑
i=1

ai (r) [F (x)]
γi−1

,−∞ < x < ∞ (5)
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The joint probability density function of the rth and sth−dgos is given by,

fX,(r,n,m̃,k), X,(s,n,m̃,k)(x, y) = Cs−1

s∑
i=r+1

a
(r)
i (s)

[
F (y)

F (x)

]γi r∑
i=1

ai (r) [F (x)]
γi
f(x)

F (x)

f(y)

F (y)
(6)

where

ai (r) =

r∏
j(̸=i)=1

1

(γi − γj)
, γi ̸= γj , 1 ≤ i ≤ r ≤ n (7)

and

a
(r)
i (s) =

s∏
j(̸=i)=r+1

1

(γi − γj)
, γi ̸= γj , r + 1 ≤ i ≤ s ≤ n. (8)

The conditional pdf of X
′
(s, n, m̃, k) given X

′
(r, n, m̃, k) = x, 1 ≤ r ≤ s ≤ n, is

fs|r(x) =
cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)

[
F (y)

F (x)

]γi−1
f (y)

F (x)
, x > y. (9)

If m = 0, k =1, then X
′
(r, n,m, k) reduces to (n− r + 1)

th order statistic Xn−r+1:n from the sample
X1, X2, · · · , Xn and when m → −1 then X

′
(r, n,m, k) reduces to rth lower k record values.

1.3 Gompertz-Verhulst distribution
A continuous random variable X is said to have Gompertz-Verhulst distribution if its distribution function
(df) F (x) and probability density function (pdf) f(x) are given, respectively,

F (x) = [1− ρe−λx]
α
, β ≤ x < ∞. (10)

f (x) = αλρe−λx (1− ρe−λx)
α−1

, β ≤ x < ∞. (11)

where β = ln(ρ)
λ and ρ, λ and α ≥ 0. The above model was used by Gompertz and Verhulst known to compare

human morality tables and to represent populations growth, see Gompertz [22] and Verhulst [23, 24, 25].
The pdf of Gompertz - Verhulst distribution can take different shapes. It is unimodal for α > 1 and reversed ‘J’
shaped for α ≤ 1. Further, the density function of Gompertz- Verhulst distribution is log-convex if α ≤ 1 and
log-concave if α ≥ 1. It has an increasing hazard function if α > 1 and decreasing hazard function if α < 1
and for α = 1 the hazard function is constant. Putting ρ = 1 in (10) Gompertz -Verhulst distribution reduces to
exponentiated exponential distribution. For detailed study and properties of Gompertz- Verhulst distribution one
may refer to Ahsanullah et al. [26].
It appears from literature that no attention has been paid on the characterization of Gompertz –Verhulst distribution
through conditional expectations of dual generalized order statistics and truncation moment.
Throughout the paper, we consider the Case II and then deduce it for Case I.

2. Characterization Results based on Conditional Expectations

In this section, we derive the conditional expectations of dual generalized order statistics from the Gompertz -
Verhulst distribution.

γi ̸= γj , i ̸= j, i, j = 1, 2, . . . , n− 1.

Theorem 2.1: Let X
′
(r, n, m̃, k) , r = 1, 2, . . . . . . .n be the rth dual generalized order statistics from a

continuous population with df F (x) and the pdf f(x). Then for 1 ≤ r ≤ s ≤ n,

E[ξ{X
′
(s, n, m̃, k)}|X

′
(l, n, m̃, k) = x] = ξ (x) as|l + bs|l, l = r, r + 1 (12)
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if and only if
F (x) = [1− ρe−λx]

α
, β ≤ x < ∞, (13)

where,
as|r =

∏s
i=r+1

αγi

1+αγi
, bs|r = 1

ρ [1− as|r] and ξ (y) = e−λy

Proof: We have from (9),

E[ξ{X
′
(s, n, m̃, k)} | X

′
(l, n, m̃, k) = x] =

∫ x

β

cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)e−λy

[
F (y)

F (x)

]γi−1
f(y)

F (x)
dy (14)

=
cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)

∫ x

β

e−λy

[
F (y)

F (x)

]γi−1
f (y)

F (x)
dy.

Let , U =
[
F (y)
F (x)

]
=
[
1−ρe−λy

1−ρe−λx

]α
from (9) in (14)

=
cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)

1

ρ

∫ 1

0

[
1− u

1
α

(
1− ρe−λx

)]
uγi−1du.

After simplification we have,

E[ξ{X
′
(s, n, m̃, k)} | X

′
(l, n, m̃, k) = x] =

s∏
i=r+1

αγi
1 + αγi

e−λx +
1

ρ

[
1−

s∏
i=r+1

αγi
1 + αγi

]

E[ξ{X
′
(s, n, m̃, k)}|X

′
(l, n, m̃, k) = x] = as|re

−λx + bs|r. (15)

This proves the necessary part.
To prove the sufficiency part.
Let,

E[ξ{X
′
(s, n, m̃, k)}|X

′
(l, n, m̃, k) = x] = gs|r(x)

Using the result Khan et al. [16],

f (x)

F (x)
=

1

γr+1

[
g

′

s|r (x)

gs|r+1 (x)− gs|r (x)

]
.

Therefore,
f (x)

F (x)
=

αρλe−λx

[1− ρe−λx]
(16)

Integrating (16) on both the sides with respect to x between (β, y), the sufficiency part is proved.
Remarks
i) At ρ = 1, Theorem 2.1 reduces to the characterization result for exponentiated exponential distribution.
ii) Setting m = 0, k = 1 in (12), we obtain the characterization results for Gompertz- Verhulst distribution based
on reversed order statistics as,

E[ξ{X
′

s:n | X
′

r:n = x] = as|re
−λx + bs|r

where,

as|r =

s∏
i=r+1

α(n− i+ 1)

1 + α(n− i+ 1)
, bs|r =

1

ρ
[1− as|r].

And for order statistics,
E[ξ(Xn−s+1:n) | Xn−r+1:n = x] = as|re

−λx + bs|r,
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as X
′

r:n = Xn−r+1:n where Xr:n is the rth order statistic.
iii) Letting m → 1 in the (12), we obtain the characterization results for Gompertz- Verhulst distribution based on
lower record values as,

E[ξ
(
XL(s)

∣∣ XL(r)) = x
]
= as|re

−λx + bs|r,

where,

as|r =

(
αk

1 + αk

)s−r

, bs|r =
1

ρ

[
1− as|r

]
.

iv) Putting m = 0, k = 1, s = n and l = n− 1 in equation (12), we get characterization results for Gompertz-
Verhulst distribution based on left truncated moment of order statistics as follows,

E [ξ (X) | X ≥ x] = E [ξ (Xn:n | Xn−1:n = x)] =
ξ (X)

2
.

Theorem 2.2: Let X
′
(r, n, m̃, k) , r = 1, 2, . . . . . . .n be the rth dual generalized order statistics from a

continuous population with df F (x) and the pdf f(x). Then for 1 ≤ r ≤ s ≤ t ≤ n,

E[ξ{X
′
(s, n, m̃, k) | X

′
(l, n, m̃, k) = x] = at|s[E[ξ{X

′
(s, n, m̃, k)|X

′
(l, n, m̃, k) = x] + bt|s

, l = r, r + 1 (17)

if and only if
F (x) = [1− ρe−λx]

α
, β ≤ x < ∞, (18)

where
at|s =

∏t
i=s+1

αγi

1+αγi
, bs|r = 1

ρ [1− at|s] and ξ (y) = e−λy

at|r =

t∏
i=r+1

αγi
1 + αγi

= at|sas|r, bt|r =
1

ρ
[1− at|r].

Proof: For the necessary part, in view of Theorem 2.1, we have

E[ξ{X
′
(t, n, m̃, k) | X

′
(r, n, m̃, k) = x] = at|re

−λx + bt|r

E[ξ{X
′
(t, n, m̃, k) | X

′
(r, n, m̃, k) = x] = at|sas|r[e

−λx − 1

ρ
] +

1

ρ

= at|sas|r

[
e−λx − 1

ρ

]
+

1

ρ

= at|s

[
as|r

[
e−λx − 1

ρ

]
+

1

ρ

]
−

at|s

ρ
+

1

ρ

= at|sE[ξ{X
′
(t, n, m̃, k) | X

′
(r, n, m̃, k) = x]+bt|s

E[ξ{X
′
(t, n, m̃, k) | X

′
(r, n, m̃, k) = x]= at|sE[ξ{X

′
(t, n, m̃, k) | X

′
(r, n, m̃, k) = x]+bt|s

Hence the necessary part is proved.
For sufficiency part, we have

ct−1

cr−1

t∑
i=r+1

a
(r)
i (t)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f (y)

F (y)
dy

= at|s
cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f(y)

F (y)
dy+bt|s (19)
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Differentiating (19) with respect to x and rearranging we get,

ct−1

cr−1

t∑
i=r+1

a
(r)
i (t) e−λx − ct−1

cr−1

t∑
i=r+1

γia
(r)
i (t)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f (y)

F (y)
dy

= at|s

[
cs−1

cr−1

s∑
i=r+1

a
(r)
i (s) e−λy − cs−1

cr−1

s∑
i=r+1

γia
(r)
i (s)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f(y)

F (y)
dy

]
.

After noting that
s∑

i=r+1

a
(r)
i (s) = 0, cr = γr+1cr−1,

a
(r+1)
i (t) = (γr+1 − γi)a

(r)
i (t).

We get,

γr+1
ct−1

cr−1

t∑
i=r+1

a
(r)
i (t)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f (y)

F (y)
dy

−γr+1

ct−1

cr

t∑
i=r+2

γia
(r)
i (t)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f (y)

F (y)
dy

= at|s

[
γr+1

cs−1

cr−1

s∑
i=r+1

a
(r)
i (s)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f(y)

F (y)
dy

]
.

−at|s

[
γr+1

cs−1

cr

s∑
i=r+2

γia
(r)
i (s)

∫ x

β

e−λy

[
F (y)

F (x)

]γi f(y)

F (y)
dy

]
.

That is,
γr+1

[
gt|r (x)− gt|r+1 (x)

]
= at|sγr+1

[
gs|r (x)− gs|r+1 (x)

]
,

where,
gs|r (x) = [E[ξ{X

′
(s, n, m̃, k) | X

′
(r, n, m̃, k) = x]

or,
gt|r (x)− at|sgs|r (x) = gt|r+1 (x)− at|sgs|r+1 (x) = . . . gt|s (x)− at|sgs|s (x) = bt|s.

Noting that, gs|s (x) = e−λx, we have
gt|s (x) = at|se

−λx + bt|s

i.e.,
E[ξ{X

′
(s, n, m̃, k) | X

′
(r, n, m̃, k) = x] = at|se

−λx + bt|s.

Using the result Khan et al. [16],

E[ξ{X
′
(s, n, m̃, k) | X

′
(r, n, m̃, k) = x] = gt|s (x) ,

implies,
F (x) = e

−
∫ x
β

A(u)du
,

where,

A(u) =
1

γr+1

[
g

′

t|s (u)

gt|s+1 (u)− gt|s (u)

]
,
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we get,
F (x) = [1− ρe−λx]

α
, β ≤ x < ∞.

and hence the Theorem.
Remarks
v) Putting s = r in (17), Theorem 2.2 reduces to Theorem 2.1.
vi) At m = 0, k = 1 in Theorem 2.2, we get the result for order statistics,

E[ξ{(Xr:n)} | Xt:n = y] = ar|s E[ξ{(Xs:n)} | Xt:n = y] +br|s

ar|s =

s−1∏
j=s

αj

1 + αj
, bs|r =

1

ρ
[1− ar|s].

vii) It may be seen that when γi ̸= γj but mi = mj = m.

a
(r)
i (t) =

1

(m+ 1)
t−r−1 (−1)

t−i 1

(i− r − 1)! (t− 1)!

ai (r) =
1

(m+ 1)
r−1 (−1)

r−i 1

(i− 1)! (r − 1)!

and consequently (5) will reduces to (2) and (6) to (3).

3. Characterization Results based on Truncated Moments

Following theorem contains characterization result for Gompertz- Verhulst distribution based on truncated
moments.
Theorem 3.1: Suppose an absolutely continuous (with respect to Lebesgue measure) random variable X has the
df F (x) and pdf f(x) for x ≥ 0 such that f

′
(x) and E(X|X ≤ x) exist then

E (X | X ≤ x) = g(x)η(x) (20)

where,

η (x) =
f(x)

F (x)
, g (x) =

x(1− ρe−λx)

λαρe−λx (1− ρe−λx)
α−1 −

∫ x

β
(1− ρe−λx)αdu

λαρe−λx (1− ρe−λx)
α−1

if and only if
f (x) = λαρe−λx (1− ρe−λx)

α−1
, β ≤ x < ∞.

Proof: We have,

E (X | X ≤ x) =
1

F (x)

∫ x

β

uf (u) du =
λαρ

F (x)

∫ x

β

ue−λu (1− ρe−λu)
α−1

du. (21)

Integrating (21) by parts treating e−λu (1− ρe−λu)
α−1 for integration and rest for the integrand for differentiation,

we get,

E (X | X ≤ x) =
1

F (x)

{
x
(
1− ρe−λx

)
−
∫ x

β

(1− ρe−λx)αdu

}
. (22)

After multiplying and dividing by f(x) in (22), we have the result given (20)

E (X | X ≤ x) =
x(1− ρe−λx)

λαρe−λx (1− ρe−λx)
α−1 −

∫ x

β
(1− ρe−λx)αdu

λαρe−λx (1− ρe−λx)
α−1

f(x)

F (x)
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E (X | X ≤ x) = g(x)η(x).

To prove the sufficiency part, we have from (20)

1

F (x)

∫ x

β

uf (u) du =
g (x) f(x)

F (x)
or

∫ x

β

uf (u) du = g (x) f(x). (23)

Differentiating (23) on both the sides with respect to x, we have

xf (x) = g
′
(x) f (x) + g(x)f

′
(x) .

Therefore,
f
′
(x)

f(x) = x−g
′
(x)

g(x) Ahsanullah et al. [27]

f
′
(x)

f(x)
=

x− g
′
(x)

g(x)
=

[
−λ+

(α− 1)λρe−λx

(1− ρe−λx)

]
, (24)

where,

g
′
(x) = x+ g(x)

[
−λ+

(α− 1)λρe−λx

(1− ρe−λx)

]
.

Integrating both sides in (24) with respect to x, we get,

f (x) = ce−λx (1− ρe−λx)
α−1

.

Now, using the condition,
∫∞
−∞ f(x)dx = 1∫ x

β

ce−λx (1− ρe−λx)
α−1

dx = 1

1

c
=

∫ x

β

e−λx (1− ρe−λx)
α−1

dx

1

c
=

1

αρλ
.

This proves that,
f (x) = λαρe−λx (1− ρe−λx)

α−1
, β ≤ x < ∞.

Remark
viii) Putting ρ = 1 , in Theorem 3.1 we get the result for exponentiated exponential distribution as obtained by
Ahsanullah et al. [27].

4. Conclusion

Characterization of Gomertz-Verhulst distribution has been considered by conditional expectations based on
non-adjacent dual generalized order statistics and truncation moment. These characterization results are useful
in the field of ordered random variables. Findings of this paper will be useful for researchers in the fields of
applied sciences, population studies and further enhancement of research in the field of distribution theory and its
applications.
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