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Abstract A concept of subdifferential of a vector-valued mapping is introduced, called generalized weak e&-
subdifferential. We establish existence theorems and investigate their main properties, and provide illustrative examples
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subdifferential for the sum and the difference of two vector-valued mappings. A relationship between the generalized weak
e-subdifferential and a directional derivative is presented. We discuss the positive homogeneity of the generalized weak
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1. Introduction

In the past few decades, there has been notable theoretical progress in the development of the approximate
vector subdifferential for extended vector-valued mappings [1, 2, 3, 4, 5, 6, 7, 8, 9]. It is one of the crucial
concepts in vector optimization, since it characterizes the approximate efficient optimal solutions and admits a
rich calculus. Important contributions date back to the 1980s, when Kutateladze [9] introduced the framework
of e-convex programming and Loridan [10] proposed the notion of e-solutions in vector minimization problems.
El Maghri [4, 5] and Gutiérrez, Huerga, Lopez, Novo and their collaborators [1, 2, 3, 11, 12] developed various
versions of e-subdifferentials and investigated their calculus rules.

Thirteen years ago, the authors Li and Guo [8] introduced a concept of approximate subdifferential of a vector
mapping. This concept, which was defined via a norm, called generalized strong e-subdifferential. This notion of
the subdifferential is global and weaker than the strong subdifferential and adapted to nonconvex mappings. The
authors also investigated its properties, provided some characterizations, and established certain calculus rules.

Motivated by [8], we define and study the concept of Pareto approximate subdifferential, called generalized weak
e-subdifferential. Our motivation arises from the fact that the existing generalized strong e-subdifferential (Li and
Guo [8]) is often too restrictive and may even be empty in many practical situations, which limits its applicability
in vector optimization problems. As emphasized by El Maghri and Laghdir [4], the weak subdifferential provides
a more flexible and stable framework than the strong one, since it remains nonempty under weaker regularity
assumptions and allows the establishment of necessary and sufficient optimality conditions in vector optimization
problems.
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2250 GENERALIZED WEAK e¢-SUBDIFFERENTIAL AND APPLICATIONS

The present study falls within the broad framework of approximate subdifferential concepts in vector
optimization. Indeed, the rise of nonconvex and nonsmooth problems has led to the development of generalized
subdifferentials, such as the Clarke subdifferential [13] and the limiting subdifferential of Mordukhovich [14],
which offer greater robustness and stability than the classical strong subdifferential. The recent work of Van
Ackooij et al. [15] illustrates the relevance of the e-subdifferential concept in the study of weakly convex functions.
In the vector setting, O. Benslimane et al. [16] have recently established sufficient optimality conditions for an -
weak Pareto minimal point by introducing the e-pseudo-Diff-Max property. Likewise, A. Ed-dahdah et al. [17]
derived a calculus formula for the subdifferential of the difference of two vector-valued functions, which allows
one to obtain necessary and sufficient optimality conditions for constrained optimization problems. In this context,
our contribution aims to establish some new formulas for the generalized weak e-subdifferential of the sum and
the difference of two vector mappings and give sufficient and necessary optimality conditions for weak efficient
minimizers of vector optimization problems.

The organization of the paper is as follows: Section 2 provides a review of relevant concepts and previous findings
that are utilized in the current study. In section 3, we will be interested in proving the existence theorem of the
generalized weak e-subgradient. We also discuss the relationship with the notions of weak e-subgradient [4, 5, 6]
and generalized strong e-subgradient [8]. In section 4, we investigate various properties of the generalized weak e-
subdifferential and examine the relationship between the directional derivative of a vector-valued mapping and the
generalized weak e-subdifferential. So, it presents the calculus rules of the generalized weak e-subdifferential for
the difference and the sum of two vector-valued mappings. In section 5, we study the global necessary and sufficient
optimality conditions of a constrained vector optimization problem (VOP) for the difference of two vector-valued
mappings. Finally, the paper ends with a conclusion and future work.

2. Preliminaries

We present in this section, some preliminaries needed in the sequel. In the entirety of this paper, (X 1))l X1> and
(Xz7 II-Il Xz) are two normed vector spaces. The space X5 is ordered by the following relations: For us, we € X5,
uzy <o, Wy < W2 — Uz € Cy

Uy <o, W <= W2 —U2 € inth,

where () # Cy C X5 is a convex cone such that intCy # @ (topological interior). We adjoin to X two abstract
elements +ooy and —oog such that — (+002) = —009, (+002) — (+002) = +00 and

Uy — 002 <o, Wa, YUz, w2 € Xo
up <¢, Wa + 009 = +002, Yug, ws € X9 U {4002}
. (+OOQ) = 4009, Vo Z 0

We use the notations X and X to represent the topological dual spaces of X and X5, respectively. The duality
pairing in X (resp. in X3) is denoted by (uf, u1) (uj € X7, u1 € X1) (resp. (uj,uz), uj € X5 and ug € Xs). Let
L(X1, X5) be the set of all continuous linear operators from X; to Xs. We denote by C3 for the positive polar cone
of C5 where

Cs ={ujy € X5 : (u3,u) >0, Yu € Ca}.

We say that a mapping g : X1 — X5 U {4003} is Cy-convex if for every b € [0,1] and uy, w; € X1,
g(bur + (1 = b)wr) <¢, bg(ur) + (1 — b)g(w1).
g is said to be Cy-concave if —g is Cy-convex. We denote the effective domain of g : X7 — X5 U {4002} by
domg := {u € X7 : g(u) € Xa}.

If domg # (), we say that g is proper.
For every v € X1, we define the function 5 (u) = [lu — v[[y, , Yu € X;.
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Definition 2.1
([8], [22]) Let g : X1 — X5 U {4002} be a mapping and & € domyg.
1. The strong subdifferential of ¢ at v is the set
889(1_}) = {R € L(leX2>7 g(ﬁ) - R(l_}) SCQ g(u) - R(U), Vu € Xl} .

2. The set
0¥g(v) := {R € L(Xy, Xs), Pu € X1,9(u) — R(u) <¢, 9(v) — R(v)}.

is the weak subdifferential of g at v.
3. For every € € (s, the generalized strong e-subdifferential of ¢ at ¥ is the set

929(v) :={R € L(X1, X2) : g(v) — R(v) — @5 (u)e <c, g(u) — R(u), Vu € X1}
If v ¢ domg, we set 9°g(v) = 0Vg(v) = d2g(v) := 0.
Let us note that
929 (7) = 0" (pal )z + 9) (7).
If X5 = Rand Cy = R, the strong and weak subdifferential are just the subdifferential of convex analysis :
9g(v) = {u] € X{,9(v) — (u, ) < g(u) — (u,u), Yu € X1}.
For v € X7 and r > 0, the open ball of radius r and center © is defined by
B(v,r) ={u € X1, ¢5(u) <r}.

Definition 2.2
([8]) Let ¢ € Cy. A mapping g : X1 — Xo U {+002} is said to be generalized lower locally e-Lipschitz at v if

Ir > 0,9(0) — ws(u)e <c, g(u), Yu € B(v,7). (1)

If (1) holds for every u € X, we say that ¢ is generalized lower e-Lipschitz at v.

3. Generalized weak e-subdifferential

Motivated by the paper [8], we introduce the concept of generalized weak e-subdifferential and we discuss some
properties and calculus rules.
Definition 3.1
Letg: X7 — X5 U {4002} be a mapping, ¢ € Cy and © € domg. The set
92 g(v) = {R € L(X1,X2) : Pu € X1, g(u) — R(u) <c, 9(v) — R(v) — q(u)e},

is called the generalized weak e-subdifferential of g at ©. Every R € 0¥ ¢g(v) is called a generalized weak e-
subgradient of g at .
If o ¢ domg, we set 9¥g(v) := 0.

Let us note that
929 (v) = 0°(ps(.)e +9) (V) € 0" (ps(.)e+g) (V) = 09 (v),
and when ¢ = 0, 0%g (v) = 0%g (V).
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Example 3.1
Let )

g: R — R
u = (0,-ful) @
The space R? is equipped with the convex cone R3. For e = (1, 3), R = (0,0) and & = 0. Since —|u| < 0 and
— |u| < =1 |ul, then

ﬂu € R7 g(“) - R(u) <R3_ g(@) - R(’D) - |u - @‘87

ie. R € 0¥¢g (0).

Remark 3.1
Let us note that if X; = R™, X5, = R"™, and (e + int(Cs)) N (—Cs) = () then, the generalized weak e-subdifferential
of g becomes the weak (C, h)-subdifferential of f at 4, where C' = € + int(C3) and h(.,7) = ¢3. defined in [12].

Now, by introducing the notion of generalized weakly lower locally e-Lipschitz mapping, we present existence
theorems of generalized weak e-subgradient.

Definition 3.2
Lete € Co. A mapping g : X1 — Xo U {4002} is called generalized weakly lower locally e-Lipschitz at @ if

dr > 07 ﬂu € B(’Dv T)u g(u) - g(/[)) <c, _Sol_)(u)g (3)
If (3) does not hold for every v € X7, then g is said to be generalized weakly lower e-Lipschitz at v.

Proposition 3.1
Let ¢ € Cy. If a mapping g: X7 — X5 U {+00s} is generalized lower locally e-Lipschitz at ¢ then it is
generalized weakly lower locally e-Lipschitz at v.

Proof
As g is generalized lower locally e-Lipschitz at o, then there exists » > 0 :

—pz(w)e <¢, g(u) —g(v), Yu € B(v,r). 4)

We proceed by contradiction. Suppose that g is not generalized weakly lower locally e-Lipschitz at @, then for
B(7v,r), there exists some ug € B(v,r) such that

g (uo) — g (v) <o, —pu(uo)e

ie.
9 (u0) — g (v) + ¢s(ug)e € —int(Cy). )
For u = ug in (4) , we have
—ps(uo)e — g (uo) +g(v) € —Cs. (6)
From (5) and (6), we deduce 0 € —int(C3) — Cy C —int(C?). This is a contradiction. O

Remark 3.2
The reverse of Proposition 3.1 is false. In fact, we consider the space R? equipped with convex cone R3 and the
following mapping
g: R — R2
u +—  (0,—|u|)

)

The mapping g is generalized weakly lower locally e-Lipschitz at & = 0, where ¢ = (1, %)
Let us prove that g is not generalized lower locally e-Lipschitz at o. Let » > 0 and uy € B(,7)\ {0}. We have

_ _ 1
9 (u0) = 9 0)+ huo = ole = (ol u ) B2,
then ¢ is not generalized lower locally e-Lipschitz at ©.
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Proposition 3.2
Let g : X1 — X U{+002} be a mapping and ¢ € C5. If g is generalized weakly lower e-Lipschitz at 7, then g is
generalized weakly e-subdifferentiable at .

Proof
As g is generalized weakly lower e-Lipschitz at 7, i.e.

Pu e Xy, glu) — g(v) <c, —ps(u)e,

then

Fu e X1, g(u) — 0 <c, g(v) =0 — pp(u)e
i.e. 0 € 92 g(v), then g is generalized weakly e-subdifferentiable at . O
Remark 3.3

Let us note that the class of mappings g : X; — X5 U{+002} satisfying 0 € 0¥ ¢(7) are generalized weakly lower
e-Lipschitz at ©.

Theorem 3.1
Let e € Cp and g : X7 — X5 U{+002} be a Cy-convex mapping. If g is generalized weakly lower locally e-
Lipschitz at v, then g is generalized weakly e-subdifferentiable at v.

Proof
Let us prove that g is generalized weakly lower e-Lipschitz at ©. Suppose the contrary, i.e. there exists ug € X3
such that

g(uo) — g(v) <c, —pu(uo)e
ie.
g(uo) — g(v) + ¢s(uo)e € — int(Cs). ®)
Letr > 0 and b € ]0, 1], then there exists a = 0 + b (up — ¥) € B(T,r). Since g is Cy-convex, we get

gla) = g(bug + (1 — b)) <¢, bg(ug) + (1 — b)g(v),

i.e.
g(a) —bg(up) — (1 = b)g(v) € —Cs. )
Since b.int(Cy) C int(Cs), it follows from (8) that

bg(UO) — bg(l_)) + ||b(U0 — ’L_}>HX1 €€ *il’lt(Cz). (10)
Adding (9) and (10) and by taking into account that —C5 — int(C) C —int(Cs), we get
g(a) = g(v) + ¢u(a)e € —int(Cy)

This contradicts the fact that g is generalized weakly lower locally e-Lipschitz at . Hence according to Proposition
3.2, g is generalized weakly e-subdifferentiable at v. O

Proposition 3.3
Letg: X7 — X5 U{+002} be a mapping. We have

0%¢g () C 0¥g(v), Ve € Cs.
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Proof
Let R € 9% g(v), and suppose that for some €9 € C, R ¢ 9% g(v). Hence, there exists some ug € X such that

g (uo) = R (uo) <c, g(v) — R(v) — pu(uo)eo,
ie.
g (uo) — R (uo) — g () + R(?) + @s(uo)eo € —int(Cy). (11
As —p5(ug)eg € —Cy and —Cs — int(Cy) C —int(Cy), it follows from (11) that
9(uo) — R(uo) — g(v) + R(v) € —int(Cy),
which yields that R ¢ 0% ¢g(v). This is a contradiction. O

Remark 3.4
From Proposition 3.3, we have 0¥ ¢g(v) C 0% g(v) for any £ € C5, but the reverse inclusion does not hold. In fact,
let us consider the space R? equipped with the convex cone R3. and the following mapping

g: R — R2
u — (Liu).

Lete = (1,2),7=0and R = (—1,—1). Then

BueR,g(u) — R(u) <g2 9(t) — R(©) — Ju—7|e
9(u) — R(u) <gz g(0) — R(9), Yu <0

which yields that R € 0%g (v) and R ¢ 0" g (7).

4. Properties and calculus rules

This section presents some properties of the generalized weak e-subdifferential. Additionally, it presents the
calculus rules for the generalized weak e-subdifferential of the difference and sum of two vector-valued mappings.

Proposition 4.1
Letv € Xj and g : X1 — X5 U {4002} be a mapping. We have

L 9¥g(v)=0"g(v).

e€Cy\{0}
2. ) 0%,9(v) =0rg(v), Ve € Co.
n€C2\{0}
Proof
1. If ¥ ¢ domg, then the equality is evident. Let o € domgand R€ (| 09¥¢g (v), we have
e€C2\{0}
R e 02g(v), Vn € N\{0}, Ve € C2\ {0},
that is

g(u) — R(u) — g (3) + R (D) + go;,(u)% € (—intCy)°, Yu € Xy, Yn > 1, Ve € Cy\ {0}.

where (—int(C3))“ stands for the complement of (—int(Cs)). Since (—intCs)“ is closed, hence when n — +o0,
we have
g(u) — R(u) — g (v) + R(v) € (—intCs) ,Vu € X1,
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i.e R € 0¥g (0). The reverse inclusion follows from Proposition 3.3.
2. We have, for any € € C,

(N 0¥,9@) = [ 0" (g+es()e+ws()n) (0)
neCz\{0} neC:\{0}
= ) +e)e)®
n€C2\{0}
= 0¥ (9+¢u()e) (v)
= 929(0).

O

We say that R, — R in L(X;,X2) in the sense of the topology of pointwise convergence, if for any
u € Xy, |Rn (u) — R(u)|x, — 0.

Proposition 4.2
For any ¢ € Cy, the set 9¥¢(v) is closed in L(X1, X2).

Proof
Let R, € 0¥¢(v) and R, — R in the sense of the topology of pointwise convergence as n — +o0. By
R, € 0¥ g(v), we have

g(u) — Rp(u) — g(0) + Rp(0) + p5(u)e € (—int(Cs))", Vu € X1, Vn € N,
Since (—int(C5))* is closed, and we get as n — +oco
g(u) — R(u) — g(v) + R(D) + p5(u)e € (—int(Cq))", Yu € X3

ie. R e 0vg(v). O

For a C5-convex function g, the generalized weak e-subdifferential is described by the directional derivative.

Proposition 4.3
Lete € Cy, 9 : X1 — X3 U {+002} be a Cz-convex mapping and © € domg. Suppose that ¢’ (7, .), the directional
derivative of g at 7, exists i.e. for any h € X,

g/ (757 h) — lim g (17 + ah) -9 ('D)

a—0t o

exists in X+, in sense of norm convergence, and the cone C', is closed, then

9¥g(0) ={R € L(X1,X3): Bh € X, g'(v,h) <c,, R(h) — |[h]ly, e}
Proof
This proposition follows directly from Proposition 3.2 in [22], taking into account that 0% g(v) = 0" g (u), where
9e i= g + @o(.)e, and that g (v, h) = ¢ (v, h) + ||| x, €. N
Remark 4.1

The following example shows that 9% ¢ (7) is not generally a convex subset in L (X1, X2). Let

g:R — R?
u — (Lu)
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The space R? is equipped with the convex cone R%. We have
Rcd¥g(v) <= Puc R, g(u)—g(@)+|u—1le <gz R(u—"D).

Lete = (0,3),9 =0, Ry = (1,0) and Ry = (0,4). then

Pu € R, (0,u+ 3 |ul) <m2 (u,0)
PueR, (0,u+ 3 ul) <rz (0, 4u) .

which means that Ry € 0¥g (v) and Ry € ¢ (7). But, for u = 1, we have
1 1
9(1) =g (0) +[1 —0e <z SRi(1-0)+ SRy (1-0).

ie. 2Ry 4+ 1Ry ¢ 9¥g (v) and hence 9% g (v) is not a convex subset in L (X1, X).

Proposition 4.4
Lete € Cp, 0 € Xy and g : X; — X5 U{+002} be a mapping. Then

adg (v) = ;. (ag) (v), Ya > 0.
Proof
If v ¢ domyg, the equality is obvious. Let o € domg and >0, we have

R € ad¥q(v) « éR € 0¥g (v)

which is equivalent to
CR@) — g (u) ~ ~R () +9(0)  polu)e € (i(C)", u € Xy
i.e.
R(u) —ag (u) — R(0) + ag (v) — ps(u)as € a(int(C))°, Yu € Xi.

As a. (int(Cy))¢ = (intCy)", for any a>0, then
R(u) — ag (u) — R (¥) + ag (V) — ¢s(u)ae € (int(C2))°, Yu € X;.

ie.
Readlg(v) <= Re Iy (ag) (0).

O

We recall the notion of star-difference, which will be used to derive calculus rules for the generalized weak

e-subdifferential of a difference.

Definition 4.1
([8]) The star difference of two subsets E and F of X, is given by

E-F={ueX :u+FCE}.

We adopt the convention that F SF=0ifE= 0,F #+0and £ " F:= X, if F =0. Such an operation has
been used in several works among which are [18, 19, 20, 21, 17]. Clearly, for F' nonempty, one has £/ : F+FCEFE

andE—FcCE—F.

The following concept is an extension of the notion of approximately pseudo-dissipativity, which was introduced

by Penot in [18].
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Definition 4.2
([23]) Let K : X1 = L(X1, X2) be a set-valued mapping. K is said to be approximately pseudo-dissipative (APD)
at v € X; if for any € € intCy,

3Ir>0,Yue B(v,r),3Re K (u),3IR e K (D) : (R—R) (u—1) <¢, ps(u)e.
Example 4.1
Let X; =R, Xo = R%, Cy =R2 and f(u) = (u?, |u|). We have

{0} x [-1,1], u=0
Fflu)y=<¢ {2u,1)}, u>0
{(2u,-1)}, u<0.

Then 0% f is APD at v = 0 (see [23]).

Now, we introduce the notion of pseudo-dissipativity as below and we will discuss its relationship with the
approximately pseudo-dissipativity.

Definition 4.3
A set valued mapping K : X; = L (X1, X5) is called pseudo-dissipative (PD) at v € X, if
Ir>0,Yue B(5,r),3R € K (u),3R € K () : (R—E) (u—7) <c, 0.
Let us note that if f is generalized lower e-Lipschitz at ¥ and generalized e-subdifferentiable on a neighborhood
of 7, then we can verify that the generalized strong e-subdifferential of f at v, 92 f(v), is PD at .

Example 4.2
Let F' = (f1,..., fm) : R — R™ where each f; is a convex function. For each « € R", define

K(u):= -0 F(u) = { - (&1,....&n) : & € fi(w)}.

Then K is pseudo-dissipative. _ ~ ~
Indeed, forany u, 7 € R™, take R = —¢ € K(u) and R = —¢ € K(u), with & € 0° f;(u) and &; € 0° f;(w). Since
each 0° f; is monotone, we have

(& — &, u—v)>0 foralli=1,..,n,
which implies
(R_E)(U_@) = (_<§1—§:1, u—17>7...7—<§m—§:m7 u—@)) € R} = —Co.
Therefore, K is pseudo-dissipative.

Proposition 4.5
If a set valued mapping K : X; = L (X1, X3) is PD at v € X3, then K is APD at v.

Proof
Let e € int(Cs). Since K is PD at v, then
3r > 0,Yu € B(5,r),3R € K (u),3R € K (7) : — (R— E) (u—7) € Cy. (12)
As
ws(u)e € Co. (13)

By adding (12) and (13), we have
Ir>0,Yue B(®,r),3Rc K (u),3R € K (v) : gy(u)e — (R—E) (u—17) € Cq,
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ie.

Ir>0,Yu € B(3,r),3R € K (u),3R € K (1) : (R— E) (u— ) <c, polu)e,
then K is APD at o. O
Remark 4.2

The reverse of Proposition 4.5 is false. In fact, the mapping 9°g in Example 4.1 is APD at v = 0, however is not
PD at v. Indeed, let r > 0. For u = 5" € B(v,r) and for any R € 0°g (u) and any R € 0°g (v) we have

R = (2u,—1) and R = (0,a), for some a € [—1, 1],
then B
(R— R) (u—70) = (2x2,x —au) ¢ —-R2
hence 0%¢g is not PD at v = 0.

Lemma 4.1
Let g: X1 — X2 U {4002} be a mapping and ¥ € domyg. If g is Cy-concave and 9°g is PD at o, then for all
u € X1, there exists a mapping R,, € 9°g (v) such that

g (u) - Ru(u) -9 (’D> + Ru (@) € _02-
Proof
Since 9%g is PD at 9, then there exists some r > 0 such that, for any z € B (7, r), there exist A, € 9°¢g (z) and
B, € 0%¢g (v) satisfying
(A. — B.) (2 — 7)€ —Cs. (14)
Let u € X7, there exist some y(u) € B (,r) and b € 0, 1] satisfying
y(u) =0 +b(u—12).
Therefore, from (14), there exist L) € 9°g (y(u)) and Sy () € 9°g (v) satisfying
(Lyw) = Syaw) (W(w) —0) € =Co = b(Lyw) = Sy(w)) (v =) € =Cs.
Since b > 0 and Cs is a cone, we get
(Ly@) = Syaw) (u =) € =Co. (15)
Since Ly ) € 9°g (y(u)), i.e
9 (y(w) —g9(0) = Ly (y(u) —v) € =Cs,
and y(u) = bu + (1 — b) U, we have
g(bu+ (1 —=0)v) — g (v) — Ly (u—2v) € —Cs. (16)
Since g is C3-concave, we get
bg(u) —gu+ (1 —=0)0)+ (1 —b)g(v) € —Cs. a7
From (16) and (17) we have
bg (u) — bLy(yy (u —0) — bg (V) € —Cy,
ie
9 (u) = Ly (u—0) — g (v) € =Ch. (18)
By adding (15) and (18), we get
g (u) = Sy (u—10) —g(v) € =Ca.
By setting Sy (,) := Ry, we obtain
g(u) = Ry (u) — g () + Ry () € —=Cs.
O
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Theorem 4.1
Lete € Cq, g, h: X1 — X5 U{+005} be two mappings and ¥ € domh N domg. Then

0 (h—g) (v) € OLN(v) — 8°g(0),
with equality if g is Cz-concave and 0°¢ is PD at .
Proof
Let A€ 0¥ (h—g) (D) ie.
Pu e X1, (h—g) (v) — A(u) — (h — g) (V) + A(D) + ¢5(u)e € —int(Cy).
We prove that
A+ R € 9Yh(v), VR € 9°g(v).

Suppose, on the contrary, that there exists 7' € 9°g(v) such that A + T ¢ 9 h(v), then there exists ug € X; such
that
h (’LLO) —A (UO — ’l_)) —h (’L_)) — T(Uo — 1_)) + QO@(UQ)E S *iIlt(OQ). (19)

AsT € 9°g(v), i.e
—g('LL()) + T (UO — @) + g(@) S —CQ, (20)

hence by adding (19) and (20), and using the fact that —Cy—intC; C —intC'y, we obtain
(h—g) (uo) — A(uo) — (h—g) (v) + A (V) + p5(uo)e € —int(C2),

which contradicts the fact that A € 9 (h — g) (7). Now, let us show the reverse inclusion under, the conditions that

g is Cy-concave and 9°g is PD at 0. Let L € 0 h () - 0°¢(v). Suppose, on the contrary that L ¢ 9% (h — g) (),
then, there exists ug € X such that

(h—g) (o) — L (ug) — (h— g) () + L (0) + ¢z(ug)e € —int(Cy). 21
By Lemma 4.1, there exists a mapping R,, € 0°¢g (0) satisfying
g (o) — Ru, (u0) — g (v) + Ry, (0) € —Ch, (22)

Adding (21) and (22), we get
h(uo) — (L + Ruo) (UO) — h(@) + (L + Ruo)(ﬁ) + (pa(UO)E S —int(Cg),

which means that L + R,,, ¢ 0’ h(v). The fact that L € 0¥ h(v) - 0°g(v) and R,,, € 0°¢g (¥), it follows that L +
R,, € 0“h(v). This is a contradiction. Then L € 9% (h — ¢g)(¥) and thus we obtain the equality 9% (h — g) (¥) =
AU (D) = 0°g(%). 0
Corollary 4.1

Let h, g: X7 — X2 U {4002} be two mappings, © € domh N domyg. If for some n € Cy, g+ v5s(.)n is Ca-
concave and 8; g is PD at v, then for all ¢ € C5, we have

0 (h = g) (v) = 02, (V) — Op9(0).
Proof
Note that
h—g=(h+es()n) = (g+@s()n).
As g + @i (.)n is Ca-concave, d;g(v) = 0° (g + w5 (.)n) is PD at v, then the desired result is obtained by applying
Theorem 4.1, and by replacing h and g respectively by h + ¢5(.)n and g + @5 (.)n. O
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In what follows, we establish the calculus rules of the generalized weak e-subdifferential for the sum. For this
aim, we will need the concept of weak-regular subdifferentiability of a vector-valued mapping.

Definition 4.4
([22]) A mapping h : X1 — X5 U {4002} is said to be weak-regular subdifferentiable at v € dombh if

8 (ul o h) (3) = us 0 0°h (3), Vuh € O3\ {0}

Theorem 4.2
Let g, h: X3 — X5 U {4003} be two Cs-convex vector-valued mappings and ¢ € domh N domg. If ¢ is weak-
regular subdifferentiable at ¥ and continuous at a point vy € domh N domyg, then for every € € Cs, we have

9 (h+g) (v) =9 h(v) +0%°g (V).

Proof

Since h is Cy-convex then, the mapping h. := h + p;(.)e is Ca-convex, and since g is continuous at vy €
domh N domg then,the qualification conditions of Moreau—Rockafellar holds. As g is C>-convex and weak-regular
subdifferentiable at v, then the hypotheses of Theorem 4.1 in [22] is satisfied, it follows that

L (h+g)(v) = 8" (he + g) (V) = 8"he(0) + 0°g(v) = 0L (V) + 9°g(v).
O

Corollary 4.2
Let h, g: X1 — Xo U {4002} be two Co-convex mappings with g is continuous at a point vy € domh N domg.
If for some n € C5, the mapping g, := g + ¢5(.)n is weak-regular subdifferentiable at v, then

0y (h+9) (v) = 0Lh (0) + 959 (V) -

Proof
Just apply Theorem 4.2 for h and g,,. O

Remark 4.3

The computation of the generalized weak e-subdifferential may be challenging in vector-valued optimization.
Scalarization techniques, where the vector problem is reduced to a family of scalar optimization problems, provide
a natural way to approximate weak e-subgradients by applying scalar subdifferential calculus to the resulting
scalarized functions. Developing efficient numerical algorithms based on these ideas is an interesting direction for
future research, and we plan to investigate this approach for computing or approximating the generalized weak
e-subdifferential.

5. Application to VOPs

Let the following VOP:
- { min(h(u) - g(u))

u € C

where g, h: X7 — X5 U {4002} are two vector-valued mappings and () # C' C X;. The concept e-quasi Pareto
solution was given by Loridan [10] for multiobjective optimization problems with the Pareto order and extended
and generalized later by Gutiérrez, Lopez and Novo [11] and Huerga et al. [12]. This type of solution is usually
known in the literature by quasi efficient solution.

Definition 5.1
([10]) Let g : X3 — X5 U {4005} be a proper mapping, § # C C X1, € C Ndomg and ¢ € C5. We say that ©

Stat., Optim. Inf. Comput. Vol. 15, March 2026



A. AMMAR AND M. LAGHDIR 2261

is an e-quasi Pareto solution of g on C'if
EU € Ca g(u) <C, g(ﬁ) - QD{,(U)E'

The set of all e-quasi Pareto solutions of g on C' will be denoted by S¥ (g, C).

Let us note that if ¢ = 0, e-quasi Pareto minimizer becomes weak minimizer i.e.

EU S C, g(u) <Cz g(i_})

Proposition 5.1
Let g: X7 — Xo U {4002} be a proper mapping, § = C C X;, v € CNdomg and ¢ € Cy. If ¥ is a weak
minimizer of g on C, then v is an e-quasi Pareto solution of g on C.

Proo,
Assu]:ne that v is a weak minimizer of g on C' and  is not an e-quasi Pareto solution of g on C. Then, there exists
some uy € C' such that

g(ug) + @z(up)e — g(v) € —int(Cs)
ie.

g(uo) — g(v) € —int(C2) — 5 (uo)e.
As —p5(ug)e € —Cs and —int(Cs) — Cy C —int(Cy), it follows that

9(ug) — g(v) € —int(Cs)

which yields that v is not a weak minimizer of g on C, contradiction. O

The following example proves that the e-quasi Pareto minimizer of g on C' is weaker than the weak minimizer.
Let

g:R — R?
u —  (u,u)
where the space R? is equipped with its natural order Ri. For v = 0 and € = (1,0), we have
B € R, g (u) <gz 9(0) — & lu—0)
is fulfilled, then 0 is an e-quasi Pareto solution for g on R, and since
g9(u) <gz g(0), Vu <0

it follows that 0 is not a weak efficient minimizer of g on R.

Now, we give a sufficient and necessary optimality conditions for ¥ to be an e-quasi Pareto solution for a vector-
valued mapping.

Proposition 5.2
Let g : X1 — X5 U {4002} be a proper mapping, © € domg and € € C5. Then © is an e-quasi Pareto solution of
gon X, ifand only if 0 € 0¥ ¢ (D).

Proof
We have v is an e-quasi Pareto solution of g on X if and only if

Bu e X1, g(u) <c, 9(v) — ps(u)e

Le.
Fu e X1, g(u) — 0 <c, 9(v) = 0 — pg(u)e,
which means that 0 € 0¥ g (v). O
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The vector indicator mapping for a nonempty subset C' C X, 6% : X1 — Xo U {4002} is defined by

0 ifueC
+o009  else.

3 (u) == {
and the vector normal cone at v € C, in a vector sense, is the set
NJ(C,v):={R € L(X1,X2): R(u—7)} <¢, 0, Vu € C}.

One can easily verify that 9°0%(v) = NY(C, v). The properness and the Ca-convexity of dg, follows immediately
since C' is nonempty and convex.

Lemma 5.1
Letg: X3 — X5 U {4002} be a mapping and () # C' C X;. We have

52 (9,C) = 52 (9 + ¢, Xa) -

Proof
Let o € S (g + 6¢&,X1), then o € C'N domg. Suppose that 7 ¢ S¥ (g, C), hence

Jug € C, g(uo) <c, 9(0) — wu(uo)e,

which yields
Jug € C, g (uo) + 06 (u0) <, 9 (V) + 68 (V) — ws(uo)e,

contradicting v € S¥ (g + 0g, X1). Conversely, let v € S¥ (g,C), then v € domgNC. If we suppose ¥ ¢
S¥ (g + 0g,X1), then
Fug € X1, g (uo) +6¢ (wo) <, 9 () + 8¢ (V) — pa(uo)e,

which implies ug € C'N domg and therefore
EluO € Ca g (U’O) <c, 9 (T}) - ()O’D(U’O)ga

contradicting 7 € S¥ (g,C). O

In order to derive optimality conditions of VOP (P), we recall that the vector indicator mapping J¢ is weak-
regular subdifferentiable (see [22]).

Theorem 5.1
Letg, h: X1 — Xo U {+o00s} be two given mappings, ) # C C X3, v € domh Ndomg N C and e € Cy. If his
Cs-convex and continuous at a point vg € C' N domh, g is Cy-concave and 9°g is PD at o, then v is an e-quasi
Pareto solution of (P) if and only if

0°g(v) COYh(v) + N2 (C, D).

Proof
By virtue of Lemma 5.1, we have

min(h(w) ~ g(w)) = min (h(u) + 62 (u) - g(u).

From Proposition 5.2, we have ¥ is an e-quasi Pareto solution of (P) if and only if
0€ Y (h+ 64— g)(D). (23)
According to Theorem 4.1, we have
9L (h+ e — 9)(0) = 08 (h + d¢) (v) — 8°g(v).
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Therefore (23) becomes equivalent to

0€ 9% (h+06%) (3) — °g(D)

ie.
9°9(v) C 0¥ (h + 62) (0).

Note that 04 is Co-convex, proper and weak-regular subdifferentiable at ¥ and since h is continuous at vy €
C Ndomh = doméZ N dombp, it follows from Theorem 4.2 that

0¥ (h+0&) () = OYh(D)+ %64 (V)
= OCh(v) + N (C,0),
which yields
9°g(v) € OXh(v) + N (C,v).
Thus @ is an e-quasi Pareto solution of problem (P) if and only if 0°¢(v) C 0¥ h(v) + N? (C, D). O
Example 5.1

Let X; = R, X, = R? with C; = R% and C = [—1, 2]. Define
h(u) = (lul +1,0),  g(u) = (—u,0),Vu € R.

Then h is Cy-convex and continuous, g is Cs-concave. Take v =0 € C and ¢ € Ri. We check that the vector
normal cone at 0 is NY(C,0) = {(0,0)}, 9°¢g(0) = {(—1,0)} and (—1,0) € 92 h(0). Hence

9°9(0) C 9h(0) + N (C.0),

Since 9°¢(0) is PD at 0, then the inclusion in Theorem 5.1 holds. Thus o = 0 is an e-quasi Pareto solution of the
problem (P).

Example 5.2
Let X; =R, X5 =R? C, =R2, and C = [0, 1]. Define the mappings
h(u) = (ful +1, u*), g(u) = (—max(u,0), —u?),Vu € R.

Consider the point o = 0 € C'and e € R3.
The mapping & is Cz-convex and the mapping g is Cz-concave.
At v = 0, we have

669(0) = [_170] X {0}7 [_17 1] X {O} C a;uh(o)a
and
N:(Cv 0) :] - O0,0}X} - O0,0]
It is easy to verify that 9°g is pseudo-dissipative at © = 0. Indeed, let u € B(9,1) = [—1,1]. For « > 0 one has

R=(—1,-2u) € 8°g(u) and for u < 0, R = (0, —2u) € 8°g(u); taking R = (r1,0) € 8°¢(0) with r, € [~1,0]
yields N
(R—R)(u—0) € —Cs.

Moreover,
9°¢(0) C 9;,h(0) + NZ(C,0).

Therefore, all assumptions of Theorem 5.1 are satisfied, and we conclude that ¥ = 0 is an e-quasi Pareto solution
of the problem (P).
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Now, we consider the following VOP:

n ) min (b (u) =g (u))
(7) { l(u)G—ng

where g, h: X1 — Xo U {+o02}and ! : X; — X3 U {4003} are vector-valued mappings and X is a separated
locally convex topological vector space and Cj is a convex cone on X3. In the sequel, Ly (X3, X2) stands for
the set of positive operators R € L (X3, X3) i.e. R(C3) C Cy. The composed vector mapping Rol: X; —
Xo U {4002} is defined by

| R(l(w)), ifue dom(l)
(Rol)(u) = { +009, Ltherwise

Theorem 5.2
If h is a Cy-convex mapping, [ be a C3-convex mapping, g is Ce-concave mapping and 0°¢g is PD at v. if, in
addition, h is weak-regular subdifferentiable at ¥ € domh and continuous at a point vy € dom(/) and there exists
R € Ly (X3, X2) such that

9°g(v) € 9L (Rol)(v) + 9°h(v)

(Rol)()=0

then v is an e-quasi Pareto solution of (P’).

Proof
Let us note that
9%°g(v) C O¥(Rol) (v) + 0°h(v)

is equivalent to
0€ (0% (Rol)(3) + 0°h(v)) — 8°¢(0). (24)

Since [ is C3-convex and R € L, (X3, X>), it is easy to see that R o[ is Cy-convex. As h is Ca-convex, weak-
regular subdifferentiable at ¥ and continuous at vy €dom(!) = dom (R o [), it follows from Theorem 4.2 that

OY(Rol+ h)(0) =0Y(Rol)(v)+ 0°h(D)
and thus (24) becomes equivalent to
0€d¥(Rol+h)(v)— (D).
The vector mappings h + R o[ and g satisfy together the conditions of Theorem 4.1 and hence we get
0€d¥(h+ Rol—g)(v)
that is #u € X1, such that
h(u)+ (Rol)(u) —g(u) —h(v) — (Rol)(¥) + g () + ps(u)e € —int(Cy).

Since (R o) (v) = 0, then we have

Pue Xy, h(u)+ (Rol)(u) —g(u) —h (D) + g (@) + ps(u)e € —int(Cy). (25)
Now, we only need to prove that 0 € 9% (h + 6% — g) (v) where C := {u € X; : I (u) € —C3}, which means
according to Proposition 5.2 that ¢ is an e-quasi Pareto solution of problem (P’). If we proceed by contradiction,
i.e there exists some ug such that — (ug) € C5 and

h (uo) + 0¢ (ug) — g (uo) — h (0) — ¢ (0) + g (V) + @z (up)e € —int(Cy). (26)
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As v, ug € C, we have
h (ug) — g (uo) — h () + g (v) + s (uo)e € —int(Cy). (27)

Since —I (up) € Cs and R € L (X3, X2), then
(Rol)(uo) € —Co. (28)
Adding (27) and (28), and taking into account that —Cy—int(C3) C —int(C5), we obtain
h(uo) + (Rol) (ug) — g (uo) — h(v) + g (v) + po(uo)e € —int(Cy),
This contradicts (25), and therefore we obtain

0€dY(h+06&—g) (D).

6. Conclusion and Perspectives

In this paper, we introduced and studied a new notion of subdifferential for vector-valued mappings, namely
the generalized weak e-subdifferential. We established several fundamental properties of this concept, including
existence results, stability, and closedness. We also derived calculus rules for the sum and difference of
vector-valued mappings under suitable regularity and pseudo-dissipativity assumptions. These results extend
and complement existing subdifferential concepts in vector optimization, particularly the generalized strong e-
subdifferential and the weak Pareto subdifferential.

As an application, we obtained necessary and sufficient optimality conditions for e-quasi Pareto solutions
of constrained vector optimization problems involving the difference of two vector-valued mappings. These
conditions are expressed in terms of generalized weak e-subdifferentials and vector normal cones, providing a
unified and flexible framework for studying approximate solutions in multiobjective optimization.

Future research directions include extending these results by replacing the pseudo-dissipativity condition with
the weaker approximate pseudo-dissipativity property, and investigating more general settings, namely extending
the definitions and results to Banach or Hilbert spaces. Another promising direction is the development of numerical
methods and scalarization-based algorithms for computing or approximating generalized weak e-subgradients in
practical optimization problems.
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