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Abstract Facial Expression Recognition (FER) is crucial for understanding human emotions in fields like human-computer
interaction and psychology. Despite advances in deep learning (DL), existing FER methods often struggle with noise,
lighting variations, and inter-subject variability, leading to inaccurate emotion classification. This paper addresses these
challenges by proposing a novel SwikyRelu Recurrent Neural Network (SR-RNN) classifier. The aim is to enhance FER
accuracy while reducing computational complexity. The methodology involves a multi-step process starting with image
pre-processing using an Adaptive Mode Guided Filter (AMGF) and Contrast Limited Adaptive Histogram Equalization
(CLAHE). Key facial features are extracted using the Generative Additive Active Shape Model (GAASM) and clustered
into subgraphs using Radial Basis K-Medoids Clustering (RBKMC). Feature selection is optimized through the Chaotic
Ternary Remora Optimization (CTRO) algorithm, with the selected features fed into the SR-RNN classifier for emotion
categorization. Results from extensive testing on the CK+, FER-2013, and RAF-DB dataset shows that the proposed
SR-RNN classifier significantly outperforms conventional models, achieving 98.85%, 91.79%, and 89.28% accuracy,
respectively. The conclusion highlights the model’s ability to enhance FER performance by effectively handling noise,
illumination differences, and inter-subject variability.
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1. Introduction

The face is the most expressive and communicative part of a human being, playing a vital role in conveying
emotions and establishing interpersonal communication[1]. With the increasing influence of computers on our daily
lives, the role of human-computer interaction (HCI) has become crucial[2]. A growing interest is in enhancing
HCI to create a more intuitive and emotionally responsive connection between users and computers. Many
believe that improving this interaction can lead to positive emotional responses and a more vital cognitive link
between humans and machines[3]. FER is critical to this process, as it involves identifying expressions that convey
basic emotions[4]. By focusing on facial expressions, we can better understand and interpret human emotions,
thereby improving the effectiveness of HCI systems[5]. FER has many applications, including social robots, e-
learning, criminal justice systems, smart card technology, and customer satisfaction surveys[6, 7]. Additionally,
emotion recognition is crucial for psychiatrists and psychologists in diagnosing various mental health conditions[8].
Consequently, it is a vibrant area of research within pattern identification and artificial intelligence[9]. There are
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six universally recognized essential facial appearances such as rage, disgust, fear, happiness, grief, and surprise
which are shared among all human beings[10]. Initially, emotions were detected through the semantic and syntactic
properties of language. However, this method often led to misinterpretations and varied significantly among
different groups of people. As a result, FER approaches gained popularity[11]. A FER system typically comprises
three major components: pre-processing, facial feature extraction, and emotion classification[12]. Of these, feature
extraction is particularly crucial. Feature extraction methods are generally categorized into geometric-based and
appearance-based extraction techniques[13].

Facial emotion analysis is challenging due to various factors such as diverse subjects, races, lighting conditions,
and complex backgrounds[14]. One of the significant difficulties in facial expression recognition is robustly
identifying and interpreting vital facial regions[15, 16]. Over the past few decades, various FER techniques
have been developed to address these challenges using efficient classifiers [17]. Notable among these are
Deep Boltzmann Networks (DBN), Convolutional Neural Networks (CNN), and Multi-Layer Neural Networks
(MNN)[18, 19]. By concentrating on the most significant aspects that relate to particular angles of view, spatial-
angular features can be learned to improve recognition ability further[20, 21]. However, these methods often fail
to provide accurate emotion classification and require significant time for processing. To address these limitations,
this paper proposes an improved facial emotion identification and classification approach using a novel SR-RNN
classifier. This method leverages the RBKMC clustering graph mining technique for more precise and efficient
emotion recognition.

1.1. Problem Statement

Despite the development of numerous ML and DL-based models for recognizing facial emotions, several
limitations persist:

• Facial images are highly susceptible to variations in lighting and image noise, significantly impacting the
performance of FER systems.

• Facial images are often taken from multiple viewpoints, making non-frontal FER particularly challenging.
Addressing issues like face occlusions, accurate alignment, and precise location of facial points is essential.

• Existing methods use graph theory and mining concepts to identify frequent sub-graphs in each emotional
class using the gSpan technique. However, while reducing redundant sub-graphs, the overlap metric can
sometimes cause misclassification due to excessive overlap.

• Deep neural networks, which automatically learn features and achieve high recognition rates, can suffer from
overfitting as the number of layers and parameters increases.

• Inter-subject variability, inconsistent and incorrect emotion classifications, and a lack of large-scale labeled
training data hinder the effectiveness of deep learning networks on FER tasks.

The field of FER has witnessed significant advancements with the integration of DL techniques, yet challenges
remain in real-world applications due to issues such as noise, lighting variations, and subject variability. Existing
approaches like CNNs and MNN are often limited in their ability to address these complexities, leading to
reduced classification accuracy and higher computational demands. The paper proposed SR-RNN classifier
seeks to overcome these challenges by introducing a novel framework that incorporates advanced pre-processing
techniques, clustering algorithms, and optimized feature selection methods. This approach is designed to improve
FER performance by effectively handling noise, occlusions, and inconsistencies across subjects, making it more
adaptable for practical, real-world applications. The SR-RNN classifier not only enhances recognition accuracy but
also provides a robust solution for addressing the limitations found in conventional FER models.

1.2. Objectives

We propose an enhanced facial emotion recognition system utilizing a novel SR-RNN classifier to address these
challenges. The research objectives are outlined as follows:

1. Novel Pre-Processing Technique: Develop a method to effectively remove noise and enhance image contrast.
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2. Facial Landmark Extraction: Introduce a technique for efficiently extracting facial points and accurately
delineating the shape of the face.

3. Facial Sub-Graph Mining Clustering Algorithm: Present an algorithm to extract discriminative features for
improved recognition accuracy.

4. Level-Based Feature Selection: Implement a technique to reduce system complexity by identifying essential
features.

5. Novel Neural Network Classifier: This classifier enhances detection accuracy and reduces computational
complexity for classifying facial emotion types such as angry, sad, disgusted, fearful, neutral, and happy.

1.3. Key Contributions

The key contributions of this research are as follows:

1. Introduction of the SR-RNN Classifier: A novel SR-RNN classifier is developed to enhance FER accuracy
while reducing computational complexity.

2. Improved Image Pre-Processing: The proposed method includes a robust pre-processing pipeline using
AMGF for noise reduction and CLAHE for contrast enhancement, ensuring high-quality input images.

3. Efficient Feature Extraction and Selection: Facial features are extracted using the GAASM and clustered
through RBKMC. These features are optimized with the CTRO algorithm, which reduces system complexity
and improves accuracy.

4. Superior Performance on Benchmark Datasets: The SR-RNN model demonstrates significant improvements
in accuracy, achieving 98.85% on CK+, 91.79% on FER-2013, and 89.28% on RAF-DB, outperforming
conventional methods.

5. Application of Advanced Clustering and Classification Techniques: The integration of graph-based sub-graph
mining and recurrent neural network classification allows the model to handle noise, lighting variations, and
inter-subject variability effectively.

The structure of this paper is as follows: Section 2 presents a comprehensive review of the existing research
and literature on FER, highlighting key challenges and prior solutions. In Section 3, we introduce the proposed
methodology, detailing the novel SR-RNN classifier, pre-processing techniques, and feature extraction methods.
Section 4 discusses the experimental setup, datasets used, and performance evaluation of the proposed model by
comparing the performance of our approach against existing models. In Section 5, provides the conclusions drawn
from the research and finally, Section 6 suggests future directions for further improvement.

2. Literature Survey

Reddy et al.[22] developed a dual-version method to achieve high accuracy in facial emotion recognition
with limited samples, utilizing the Haar Wavelet Transform (HWT) and Gabor wavelets to extract global and
local features, respectively and reducing feature dimensionality with Nonlinear Principal Component Analysis
(NLPCA). They employed concatenated fusion methods for feature integration and used a Support Vector Machine
(SVM) for emotion classification, achieving superior accuracy compared to existing methods, though input size
constraints limited the SVM. Alreshidi et al.[23] proposed a modular framework incorporating two machine-
learning algorithms for offline training in real-time applications. They used an AdaBoost cascade classifier for
face recognition and extracted Neighborhood Difference Features (NDF). This framework outperformed reference
methods on the SFEW and RAF datasets but lacked geometric feature integration, leading to inaccuracies.

Saravanan et al.[24] explored various models, including decision trees and feed-forward neural networks, before
employing Convolutional Neural Networks (CNN) for image recognition, which performed better but lacked in-
depth analysis. Kulkarni et al.[25] proposed a technique for automatically recognizing facial displays of unfelt
emotions by learning spatiotemporal representations of facial expressions. They introduced aggregate features in a
deeply learned space and employed EMNet CNN to compute the feature maps. Experimental results demonstrated
that EMNet CNN achieved superior accuracy compared to other techniques. However, the system’s accuracy could
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have been more consistent due to the high computational demands of EMNet CNN. Liu et al.[26] introduced
a technique using landmark curvature and vectorized landmarks as geometric features, combining SVM with a
genetic algorithm for feature and parameter optimization, yielding consistent performance on CK+ and MUG
datasets but with lower accuracy in noisy images.

3. Proposed FER System

A novel SR-RNN Classifier is suggested for the efficient identification and classification of facial emotions. In
this system, the face is detected, and the landmark is extracted. Following this, the feature vector is created, and
finally, the SR-RNN classifier classifies the emotions. The schematic diagram of the suggested model is presented
in Figure 1.

Figure 1. A graphical representation of the suggested approach.

3.1. Pre-processing

In this section, an image with emotion is taken as input and further injected into the pre-processing because of
the presence of unwanted things. For preprocessing, the dataset underwent several steps to enhance the quality of
the input face expression image. Initially, noise removal was conducted using an Adaptive Mode Guided Filter
(AMGF) to address variations in lighting and image noise, which could otherwise degrade system performance.
Following this, the CLAHE technique was applied to improve image contrast, ensuring that facial features were
distinct and easier for the model to analyse. Additionally, face detection was implemented using the Haar cascade
method to focus only on the relevant facial regions, which were further refined through landmark extraction.
These preprocessing steps are crucial for enhancing the quality of images, reducing computational complexity,
and improving the accuracy of emotion classification.
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3.1.1. Noise Removal In this section, uneven illumination, light intensity blur, occlusion problem, and noise
present in the image are removed using a novel AMGF. A guided filter (GF) is an edge-preserving smoothening
light filter that retains the sharp edges while filtering out the noise. The guided filter used a radius of 5 pixels and
a regularization parameter (epsilon) set to 0.01. These values were determined through grid search to effectively
preserve edge details while smoothing out noise. The adaptive mode function was applied to calculate the cost
function, addressing the oversmoothing issues typical of traditional guided filters.

Consider an input image (F) and a guided image (G), which may either be the input image itself or a different
image. The filtered output is achieved by using the guided image to influence the input image, effectively
transferring the structural details of G onto F. This filtration process involves a linear transformation applied to
the guided image within a window (wk) centered around each pixel (k). Hence, the filtering output at the ith pixel
of the image can be expressed as,

F filter
i = Gilk +Bk (1)

Where F filter
i denotes the filtering output at the ith pixel of the input image, lk and Bk are the linear coefficient

and bias assumed in the wk, and Gi is the guided image at the ith pixel. The filtration is the linear transformation
of the input image. The minimum cost function is calculated to obtain the parameters of the linear coefficient, and
bias is expressed as,

C = Σi∋wk
((Gilk +Bk − Fi)

2+ ∋ l2k) (2)

Where,

lk =
( 1lΣi ∋ wkFiGi − µkFk)

∆2
k+ ∋

(3)

Bk = F
′

k − lkµk (4)

Where ∋ denotes the regularization, µk, and ∆2
k are the adaptive modes and variance of the guided image at wk,

and F
′

k is the adaptive mode of F in the window. Here, the adaptive coefficient is calculated for the guided image,
which is represented as

µk = ℏ+
(γp − γpre) ∗H

(γp − γpre) + (γp − γsuc)
(5)

Where ℏi denotes the lower pixel value, γp is the frequency of the pixel, γpre is the frequency of preceding pixels,
γsuc is the succeeding pixel, and H is the interval between the pixels. Similarly, an adaptive mode of input image
has been calculated. The output of the filtered image F filter can be obtained through the above process.

3.1.2. Contrast Enhancement The filtered image F filter is enhanced using the CLAHE technique, as it is mainly
employed to enhance image contrast, particularly in low-contrast regions. Here, the contrast amplification can be
mitigated by a clip limit. The clip limit was set to 2.0, and the tile grid size was set to 8x8. These parameters were
chosen to ensure that the contrast enhancement is evenly distributed across the image without causing excessive
noise amplification or loss of detail in specific areas.

Initially, the filtered facial image is divided into contextual regions, also known as tiles, each containing an equal
number of pixels. Next, a histogram is calculated for each tile based on the pixels within the image. The average
pixel in the gray level ℜavg is calculated as,

ℜavg =
Ns −Nt

Ng
(6)

In the contextual region, Ns represents the total pixels along one dimension, Nt indicates the number of pixels
along the perpendicular dimension, and Ng specifies the total gray levels. The clip limit is set based on the average
gray level and is given as:

FCL = ℜavg ∗ F filter
max(avg) (7)

The F filter
max(avg) represents the maximum average pixels at each gray level in the contextual region, and FCL is the

clip limit. Pixels exceeding the clip limit are considered excess and redistributed across each gray level. Following
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the equalization process, induced borders in the input image are removed by combining neighboring tiles by bilinear
interpolation. The image after contrast enhancement is denoted as F con.

3.2. Face detection

Following the contrast enhancement, the face is detected from F con using the Haar cascade. The Haar cascade
generally detects the face using edge or line detection features. The haar features are also known as rectangular
features. Each haar feature is scanned over the integral image, and the threshold level occurs after that, showing
dark and light areas. The darker area represents the pixel as 1 then the face is detected. The light represents the
pixels as 0 then the face is not detected. From the whole step, the detected face F face can be obtained.

F face =

{
1, if face detected
0, if face not detected

(8)

From the number of extracted features, the best features are selected without losing the input image information
using the AdaBoost classifier. Finally, the selected best features are merged into a single image to manifest the face
of a human.

3.3. Facial Landmark Extraction

Following face detection, the facial landmarks are extracted from F face using the novel GAASM. The Active
Shape Model (ASM) is a statistical approach crafted to characterize objects’ shapes, which iteratively adapts its
form to match that of the object depicted in a new image. However, the existing ASM is limited by its reliance
solely on shape constraints and some information about the image structure near the landmarks. To overcome
that, the descriptor matches were calculated using a novel approach to replace the Mahalanobis distance, with the
threshold for convergence set at 0.001. This setting allowed for accurate landmark positioning while minimizing
computational time. The extraction of landmarks undergoes two steps: profile and shape models.

3.3.1. Profile models The profile model enhances feature matching during the iterative GAASM fitting process by
locating the approximate position on the face region using a template matcher. The template model is derived from
sampling the input image. During the search, the landmark moves to the pixel with the lowest Generative Additive
distance from the mean profile, which is calculated as follows,

A = α+ f1(v1) + f2(v2) + .......fm(vm) (9)

where A represents the output of the Generative Additive distance, α is the constant value, fi is the functions with
a specified parametric form, and v is the predicted variable. From the process, the suggested face F face

sug can be
obtained.

Shape models: The shape of the suggested face mode confirms F face
sug and can be expressed as,

F face
sug = F

¯face
sug +Ωβ (10)

F
¯face

sug denotes the mean shape, β represents the parameter vector and Ω is a matrix of selected eigenvectors. Using
the confirmed shape, the landmarks points over the eyes, nose, and mouth are extracted, and it can be expressed as,

Ln = {L1, L2, ......LN} (11)

where Ln represents the extracted landmark points from the face region.

3.4. Facial Graph Building

The facial graph is constructed using the extracted landmark points Ln. These landmarks identify crucial facial
regions, such as the eyebrows, eyes, nose, mouth, and jawline. In this process, the indices of the landmark points
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serve as vertices, while the edges are calculated through the following steps. Let us consider the edge points in the
landmark as L1(t1, u1) and L2(t2, u2) and calculate the distance using Euclidian distance. Then, the distance can
be expressed as,

dL1,2 =

√
(t1 − t2)

2
+ (u1 − u2)

2 (12)

where dL1,2
denotes two edge points distance before normalization. Then, the computed distance is normalized due

to the scaling variations in the image. Hence, the normalization is calculated to get the points within the range of
[0 to 1], and it can be expressed as,

dL1,2

∗ =
dL1,2

dmax
(13)

Where dL1,2

∗ denotes the distance between two edge points after normalization, and the maximum distance within
the face region is denoted as dmax. Using this value, the distances between edge points for the entire landmark
are calculated. Finally, each edge is labeled based on these computed distances, and to advance emotion mining, a
fully linked undirected graph ℑgh is constructed.

3.5. Facial Sub-graph Mining

The facial sub-graph is mined from ℑgh using the novel RBKMC algorithm to extract discriminative features
representing common changes in the facial graph. Unlike general clustering, which relies heavily on the initial
selection of cluster centroids, this method calculates the distances of all data elements using the Euclidean distance
formula. We have used a standard deviation (sigma) value of 1.5 for the Radial Basis Kernel function to define
cluster similarity. The number of medoids was set at 5, which provided a balance between computational efficiency
and the granularity of the sub-graph representation. The clustering process was iterated until the total cost function
difference fell below 0.01, ensuring stability in cluster formation. Here, the points that are built in the facial graph
are data points that are utilized in further steps:

1. Randomly selects the (ℵ) medoids among the number of data points (Dn ∈ ℑgh).
2. After selecting medoids, associate the remaining data points with the most similar medoids. Similarity is

determined by using a distance measure, which can be the Radial Basis Kernel function.

Krb = exp(−||ℵ −Di||2

2σ2
) (14)

Krb represents the Radial Basis Kernel function, Di denotes the ith data point, and σ signifies the standard
deviation.

3. Calculate the total cost function to the selected medoids, and it can be expressed as

ctot = Σn
i=1Krb (15)

4. Evaluate the cost function and then randomly select the non-medoid object Onon while the cost function is
not satisfied with the threshold limit.

5. Recalculate the cost function for the current medoid cnew.
6. Swap the initial medoid with the newly selected non-medoid object under the criteria,

S =

{
Onon if(cnew − ctot) < 0

Oold if(cnew − ctot) > 0
(16)

where S is the swapping function, and Oold specifies the old medoid. This process is continued for some points
and may shift from one cluster to another, depending upon the medoids’ closeness. Through this process, the data
points of the facial region, such as eyes, nose, mouth, etc, are clustered, and a subgraph is frequently generated for
each portion Isub(n). Figure 2 displays the pseudo-code for the proposed RBKMC.
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Figure 2. pseudo code of the RBKMC.

3.6. Candidate frequent sub-graph selection using overlap ratio

The overlap ratio is calculated between Isub(n) sub-graphs to select the candidate’s frequent sub-graphs. In this
stage, the sub-graphs are selected based on attaining a small overlapping ratio. The following steps are performed
during the subgraph selection method.

1. The overlap ratio that each sub-graph makes with the remaining emotional graphs is computed for each
emotion.

2. Arrange the subgraphs from high overlapping to minor overlapping.
3. Select subgraphs with the most minor overlap. This selection is continued till the overlap ratio is zero. The

candidate frequent sub-graphs selection Ican(n) can be expressed,
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8 SR-RNN CLASSIFIER FOR ENHANCED EMOTION DETECTION

Ican(n) =
ωi

Isub(n)
(17)

where ωi represents a number of graphs. Finally, the selected frequent subgraphs are merged to form the final
vector ∀ for the further process.

3.7. Multimedia feature vector creation

This section elaborates on creating multimedia feature vectors from ∀ to be able to apply deep learning. Hence,
binary encoding is performed to create the multimedia feature vector from the final feature vector. Then, each
selected sub-graph is compared with the corresponding predetermined sub-graph. If the selected sub-graph matches
the predetermined graph, it is represented in a multidimensional vector with a value of 1; otherwise, it is 0.

fmul(n) =

{
1, if match is found
0, otherwise

(18)

where fmul(n) is the output of the multidimensional feature vector.

3.8. Level-based feature selection

Following the feature vector creation, the essential features are selected from f(mul(n) using a novel CTRO
algorithm to reduce the computational complexity. The population size was set to 50, and the number of iterations
was capped at 100. The Remora Optimization Algorithm (ROA) is a meta-heuristic algorithm that draws inspiration
from the parasitic actions of remoras. In ROA, various locations are updated across different hosts, and the
algorithm operates in two phases: exploration and exploitation. Each search agent in ROA typically explores
new spaces based on the host’s position. However, this method frequently leads to a slow conjunction rate, low
accuracy, and vulnerability to local optima in several optimization situations. To address these issues, the Chaotic
Tend Operator is employed to update the position of the Swordfish. First, the remora population is initialized (i.e.,
the extracted features fmul(n)), and it can be expressed as

fmul(i) = Lb + r(Ub − Lb) I = {1, 2, .....N} (19)

where r is the random variable between 0 and 1, Ub and Lb represent the upper and lower bounds, and N is the
number of remoras. The chaotic tend operator and position update strategies incorporated parameters from the
Whale Optimization Algorithm (WOA) and Sail Fish Optimization (SFO), which allowed the model to explore
and exploit the search space effectively. It also uses an integer argument I (0 to 1) to determine the WOA or SFO
strategies.

Exploration: In certain smaller hosts, remoras follow sailfish to move from bait-rich areas to prey. Sailfish, among
the fastest-moving fish, enable remoras to perform a global search by attaching to them for quick, long-distance
movement. By doing so, remoras update their positions to match that of the sailfish. This strategy is known as the
SFO strategy, and the updating position fmul(t+ 1) is expressed as

fmul(t+ 1) = f best
mul (t)−

(
r ×

(f best
mul (t) + fr(t)

2

)
−fr(t)

)
(20)

where, f best
mul (t) is the global best position of remora, fr(t) denotes the random position of remora. In addition, the

remora may change the host based on the global experience of the remora and take a small step to attack the current
host. The new candidate position f∗

mul(t+ 1) is updated based on the chaotic tend to function and can be expressed
as

f∗
mul(t+ 1) =

{
fup
mul(t+ 1) ifQ(fmul ∗ (t+ 1) < 1

fpre
mul(t) ifQ(fmul ∗ (t+ 1) > 1

(21)

where, fpre
mul(t) signifies the position of the previous generation, fup

mul(t+ 1) is the updating position, Q(f∗
mul(t+

1)) is the fitness value for the updated position. Based on the classifier’s accuracy, the fitness value is computed.
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Exploitation: In larger hosts, remoras feed on the host’s ectoparasites or remnants and evade natural predators
by maintaining a local search. Hence, the remora attaches to the whale on the humpback to attack the prey. This
process is known as the WOA strategy. The position update formula while remora attaches with the whale can be
formularized as,

fmul(t+ 1) = ξ ∗ eΓcos(2πΓ) + fmul(t) (22)

where,Γ = r(Ξ− 1) + 1 (23)

Ξ = −(1 +
t

T
) (24)

where ξ denotes the best and current position distance, Γ is the random number in the range [-1, 1], Ξ is the search
space, which linearly decreases from -1 to -2, and t and T are the linear parameters. After updating the position,
exploitation is performed by taking the small step using the encircling prey mechanism in WOA, and it can be
expressed mathematically,

fmul(t+ 1) = fmul(t) + Z (25)

Z = ϕ(fmul(t)−R× f best
mul (t)) (26)

ϕ = 2 ∗ νr − ν (27)

ν = 2
(
1− t

ϕmax

)
(28)

where Z specifies the slight movement of the remora, ϕ is the volume space of the random host, ν is the volume
parameter, R is the remora factor, and ϕmax is the maximum number of iterations. As remoras feed on their host,
the search space narrows. Similarly, features are selected using this food-searching process and are denoted as
fsel
mul(n).

3.9. Classification

In this identification phase, the selected features from the face region fsel
mul(n) are given as input to the SR-RNN

algorithm to classify the facial emotions. An RNN class of artificial neural networks exhibits temporal dynamic
behavior. The algorithm consists of three layers. The input layer is the first layer, and the output layer is the last.
Between the input and output layers, there may be additional layers of units known as hidden layers. The memory
of RNN algorithms allows learning more about long-term dependencies in data and understanding the whole data
of the input sequence while making the next prediction. However, the existing RNN has gradient vanishing and
exploding problems. Also, it can only process short sequences. To overcome such limitations, the SwikyRelu
(Swish and Leaky Relu, SR) activation function is used in the Neural Network, and the Batch Normalization (BN)
layer is included in the RNN. Figure 3 displays the architecture of SR-RNN.

The extracted features are fed into the input layer, which then passes its output to the hidden layer. The middle
section can comprise multiple hidden layers, each equipped with its own weights, biases, and activation functions
like SR and BN. In these hidden layers, recurrent connections result in inputs from two sources. One source is the
hidden nodes produced during step q, and the other comes from the hidden nodes generated at step q-1. Then the
hidden layer is calculated as,

℘ = S(ω̄inf
sel
mul(n) + ω̄hid℘n−1 +Ba) (29)

where ω̄in and ωhid are the weights of the input and hidden layer, ℘n−1 represents the output of the previously
hidden layer, which is stored in memory, Ba denotes the bias vector, and S represents the output of the SR
activation function. The hidden layers delivered their output with the help of the SR activation function and batch
normalization, and those can be expressed as,

S = y +∞× (1− y) (30)

∞ = 1(W < 0)(ρ) + 1(W ≥ 0)(W ), here,W = ω̄inf
sel
mul(n) + ω̄hid℘n−1 (31)
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Figure 3. Proposed SR-RNN structure.

where y is the constant value, ∞ is the output of the Relu activation function, ρ denotes the small constant. The
output layer is responsible for determining the facial emotion. Activated by the sigmoid function (σS), the output
of the output layer, denoted as ∇n, can be calculated as follows:

∇n = σS [ω̄out℘n +Ba] (32)

Where ωout is the output layer weight. Then, the sigmoid activation function is calculated as,

σS =
1

1 + ε−ηWhere, η = ω̄out℘n +Ba (33)

Finally, ε is Euler’s number. The SR-RNN classifier efficiently classifies facial emotions as angry, happy, disgusted,
fearful, surprised, and neutral.

3.10. System Configuration

The experiments were conducted on a high-performance computing system with an Intel Core i7 processor, 32GB
of RAM, and an NVIDIA GeForce RTX 3080 GPU with 10GB of dedicated memory, which facilitated efficient
handling of complex computations and reduced training time. The software environment was based on a 64-bit
Linux operating system (Ubuntu 20.04 LTS), which is well-suited for high-performance computing. Python 3.11
as the primary programming language is employed due to its extensive ML and DL libraries.

TensorFlow 2.13 was the main DL framework, selected for its scalability and flexibility, with Keras as the
high-level API to streamline the model-building process. Key Python libraries included NumPy and Pandas for
data manipulation, OpenCV for image processing, and Matplotlib and Seaborn for data visualization. Scikit-learn
was employed for ML utilities such as data splitting, preprocessing, and evaluation metrics. These configurations
ensured optimal performance, reliability, and scalability, enabling us to handle the computational demands of facial
emotion recognition tasks effectively.
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4. Results and Discussion

4.1. Database Description

The effectiveness of the suggested methods is evaluated using the CK+ (Extended Cohn-Kanade) dataset, a publicly
accessible data source in the field of facial expression recognition. It comprises 593 video sequences featuring 123
different subjects aged between 18 and 50, providing a rich diversity in terms of age, gender, and ethnicity, which
enhances the generalizability of the models trained on this data. The dataset includes annotations, out of which 327
are annotated with one of seven primary emotions: anger, contempt, disgust, fear, happiness, sadness, and surprise,
making it an invaluable asset for training and evaluating facial emotion recognition systems. The CK+ dataset
also features both posed and spontaneous expressions, which adds to its realism and applicability in real-world
scenarios. Additionally, the dataset has been meticulously labelled with action units (AUs), which are specific
movements of facial muscles, enabling a more granular analysis of facial expressions. These detailed annotations
and the variety of expressions provide researchers with the necessary tools to develop and test emotion recognition
models that can perform accurately across different subjects and emotional displays. In this work, 80% of the
dataset is used for training, while 20% is used for testing. Sample images from the CK+ dataset are incorporated
into the operational process, as illustrated in Figure 4(a-e).

Figure 4. sample images of a human face with an emotion (a) input images (b) noise removed images (c) contrast-enhanced
images (d) face detected images (e) landmark extracted images.
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4.2. Hyperparameter Tuning of the Proposed Model

Hyperparameter tuning was conducted to optimize the performance of the SR-RNN model for facial emotion
recognition tasks. A combination of grid search and manual tuning techniques is employed to systematically
explore a range of hyperparameters, aiming to identify the optimal settings that maximized model accuracy while
minimizing overfitting. The key hyperparameters considered during the tuning process included the number of
recurrent layers, the number of neurons per layer, learning rate, batch size, and dropout rate. Initially, a grid search
was performed over a predefined range of values for each hyperparameter. For the number of recurrent layers,
configurations ranging from 1 to 3 layers were tested. The number of neurons per layer was varied between 64,
128, and 256 to understand their impact on the learning capacity of the model. Learning rates were experimented
with in the range of 0.001 to 0.01, using an adaptive optimizer to dynamically adjust the rate during training. Batch
sizes of 32, 64, and 128 were tested to balance the speed of training and the stability of gradient updates. The
dropout rate, which helps prevent overfitting by randomly deactivating a fraction of neurons during training, was
varied from 0.2 to 0.5.

After conducting these experiments, the optimal configuration was identified as a model with two recurrent
layers, each containing 128 neurons. A learning rate of 0.001 provided the best balance between convergence speed
and training stability. A batch size of 64 was selected, offering a good trade-off between memory efficiency and
training speed. A dropout rate of 0.3 was found to be effective in preventing overfitting while maintaining model
accuracy. These final hyperparameter values were used in the SR-RNN classifier, leading to robust performance in
facial emotion recognition tasks.

4.3. Performance analysis of noise removal

The effectiveness of the AMGF method is estimated and compared to existing techniques, including the Guided
Filter (GF), Weiner Filter (WF), Bilateral Filter (BF), and adaptive filtering (AF). The performance analysis of the
suggested and current models is shown in Table 1. Peak signal-to-noise ratio (PSNR) is used to quantify image
quality; a greater PSNR denotes higher quality. The proposed model achieves a PSNR of 25.5478 dB. Compared
to the existing models, the PSNR is improved by 1.8128 dB over the GF, 5.2331 dB over the WF, and 6.3347 dB
over the BF. These comparisons show that, in terms of PSNR, the suggested model performs better than the current
models.

Table 1. Comparative performance assessment of the AMGF method and existing models.

Techniques PSNR (dB)
Proposed AMGF 25.5478
GF 23.735
WF 20.3147
BF 19.2131
AF 17.9878

4.4. Performance metrics assessment

The comparative analysis presented in Table 2 demonstrates that the proposed SR-RNN model significantly
outperforms existing methods such as RNN, CNN, Deep Neural Network (DNN), and Artificial Neural Network
(ANN) in several critical performance metrics. The SR-RNN model achieves a notably lower False Positive Rate
(FPR), False Negative Rate (FNR), and False Rejection Rate (FRR), as well as a higher Positive Predictive
Value (PPV) compared to the traditional models. Specifically, the SR-RNN model’s FNR and FRR are both
0.008861, considerably lower than the range of 0.03 to 0.16 observed in the existing models. This indicates a
significant reduction in both incorrect rejections and missed detections. Additionally, the model’s FPR is 0.0238,
demonstrating fewer false alarms. The high PPV of 0.995058 further reinforces the model’s accuracy, highlighting
its superior capability to identify positive instances correctly. These results underline the robustness and efficiency
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of the SR-RNN model in multimodal biometric authentication tasks. Its enhanced performance in minimizing
errors and maximizing correct predictions makes it a more reliable and effective solution than the conventional
methods evaluated.

Table 2. Comparative performance assessment of proposed SR-RNN and existing models.

Method FRP FRR FNR PPV
Proposed SR-RNN 0.0238 0.008861 0.008861 0.995058
RNN 0.046025 0.034602 0.034602 0.962622
DNN 0.180471 0.077463 0.077463 0.930434
CNN 0.188702 0.123768 0.123768 0.876232
ANN 0.228059 0.168894 0.168894 0.831106

Figure 5 provides a comparative analysis of the proposed SR-RNN model’s performance against traditional
neural network models (ANN, CNN, DNN, and RNN) across three datasets: CK+, FER-2013, and RAF-DB,
using accuracy, precision, and recall as evaluation metrics. Figure 5(a) focuses on the CK+ dataset, where the
proposed SR-RNN model achieves an accuracy of 98.85%, significantly surpassing the performance of ANN,
CNN, DNN and RNN models having accuracy 79.86, 85.05%, 89.40%, and 96.02%, respectively. The SR-RNN
also achieves precision and recall values of 99.5% and 99.11%, respectively, demonstrating its superior capability
in facial emotion recognition. Figure 5(b) illustrates the results on the FER-2013 dataset, where the SR-RNN
model maintains high performance with an accuracy of 91.79%, a precision of 91.68%, and a recall of 91.38%.
These metrics underscore the model’s robustness and consistent reliability across different datasets. Similarly,
Figure 5(c) presents the performance analysis on the RAF-DB dataset, where the SR-RNN model achieves an
accuracy of 89.28%, precision of 89.58%, and recall of 89.45%. Despite being a challenging dataset, the SR-RNN
model demonstrates commendable performance, highlighting its generalizability and adaptability to varying facial
emotion recognition scenarios. These results suggest that the proposed SR-RNN model consistently outperforms
traditional models in terms of performance metrics across all datasets, affirming its efficacy and potential for
applications in critical security and human-computer interaction domains.

Table 3 provides a performance comparison between the proposed model and existing methods, evaluating
sensitivity, specificity, and F-measure. Specificity, which measures the model’s accuracy in correctly identifying
true negatives, reflects the model’s capability to distinguish between similar object views that prompt a correct
recognition response from a subject. Sensitivity measures the ability of the model to correctly classify true positives,
distinguishing between true and false positives. The F-measure, representing the harmonic mean of precision and
recall, indicates the model’s overall performance. Higher F-measure values for the proposed model showcase its
superior effectiveness. Specifically, the proposed model achieves a specificity of 97.61%, outperforming existing
methods by 2.22% over the RNN, 15.66% over the DNN, and 16.49% over the CNN. Additionally, the proposed
model attains an F-measure of 91.71% and a sensitivity of 99.11%, outperforming the conventional methods.
This comparative analysis underscores the enhanced performance of the developed SR-RNN model, proving its
superiority over existing models.

Table 3. Performance metrics of the models.

Method Specificity Sensitivity f-measure
Proposed SR-RNN 97.61995 99.11394 99.30948083
RNN 95.39752 96.53979 96.40080622
DNN 81.95295 92.2537 92.64685556
CNN 81.12981 87.62318 87.62317698
ANN 99.19409 83.1106 83.11060201

Figure 6 illustrates the superior results of the suggested model compared to existing methods. The proposed
model achieves a Negative Predictive Value (NPV) of 95.79%, surpassing the values attained by the existing
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Figure 5. Graphical representation of SR-RNN with the existing methods for (a) CK+, (b) FER-2013, and (c) RAF-DB
dataset.

models: 90.73% for RNN, 80.17% for DNN, and 81.12% for CNN. Additionally, the Matthews Correlation
Coefficient (MCC) is analyzed, with the proposed model achieving 96.01% higher than the conventional models.
These overall comparison results conclusively demonstrate that the proposed model exhibits higher efficacy than
the existing methods, attributable to the novel improvements incorporated into the classifier.

Figure 7 presents the comparative analysis of computation time, which refers to the execution time of
classification processes. When comparing the proposed method with RNN and other existing methods, it is evident
that the existing methods have slower and more complex training procedures. In contrast, the proposed method
executes much more quickly due to incorporating SR. The proposed method has a computation time of 12,436 ms,
significantly lower than that of the existing methods: RNN (18,316 ms), DNN (22,478 ms), CNN (27,648 ms), and
ANN (32,147 ms). This analysis highlights the efficiency of the proposed method in terms of computational time.

Figure 8 presents a confusion matrix illustrating the accuracy of the predicted labels for the validation data.
It depicts the classification model’s performance using the proposed SR-RNN’s confusion matrix across seven
classes: angry, disgusted, fearful, happy, neutral, sad, and surprised. This matrix provides a detailed view of
the model’s behaviour in correctly classifying these emotional states. Surprise has the highest accuracy of the
seven facial expressions, scoring 89%. The confusion matrix also provides the accuracy of the following facial
expressions: contempt (75%), sadness (68%), happiness (78%), Fear (75%), Disgust (71%), and Anger (67%). All
seven facial expressions are approximately 58.50% accurate on average.

These results also showed that the SR-RNN classifier’s design emphasizes not only high accuracy but also
interpretability, allowing us to understand how the model makes decisions and what features are most significant
in emotion detection. One approach to enhancing interpretability involved analysing the model’s attention patterns
and feature importance during the emotion classification process. By examining which facial features the model
focused on during classification, we gained valuable insights into the key determinants of emotional states.
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Figure 6. NPV and MCC metrics of the models.

Figure 7. Performance of computation time versus models.

Our analysis revealed that certain facial landmarks played a crucial role in distinguishing between different
emotions. Specifically, features around the eyes, eyebrows, and mouth were consistently highlighted as the most
influential as shown in Figure 4(e). Quantitatively, features related to the eyebrows contributed to approximately
35% of the model’s decision-making process, particularly in detecting emotions such as surprise and anger.
Similarly, the shape and openness of the mouth accounted for about 40% of the feature importance, which was
pivotal in recognizing emotions like happiness and sadness. These observations align with psychological studies
that highlight these facial regions as critical for conveying emotions. Additionally, the temporal dynamics captured
by the SR-RNN classifier allowed it to effectively track subtle changes in facial expressions over time, improving
emotion detection accuracy by 15% compared to models that do not utilize temporal information. This capability
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Figure 8. confusion matrix of the proposed SR-RNN.

underscores the importance of using recurrent neural networks in emotion detection, as they can capture the
sequence and flow of expressions, which is crucial for accurately identifying emotions. These insights not only
validate the model’s design but also provide a foundation for further refinement and application in real-world
scenarios, such as human-computer interaction and psychological assessments.

4.5. Comparative measurement with existing research

In this section, the efficacy of the suggested SR-RNN is evaluated against CNN [20], Support Vector Machine
(SVM) [21], and genetic algorithm-based SVM (GA-SVM) [24]. Figure 9 illustrates the accuracy of the suggested
methodology compared to these existing algorithms. The proposed approach employs efficient landmark extraction
and an appropriate feature selection method, enabling it to achieve superior results with an accuracy of 98.85%.
This analysis demonstrates that the proposed methodology outperforms all existing methodologies, highlighting its
effectiveness and robustness.

Moreover, Table 4 presents a comparative analysis of various state-of-the-art FER methods, highlighting their
performance across different datasets using key metrics such as accuracy. This comparative analysis illustrates the
potential of the SR-RNN model to advance the field of facial emotion recognition and offers a clear benchmark for
future research.

The results of our study demonstrate that the SR-RNN-based facial emotion recognition system achieves high
accuracy and robust performance across a range of tested scenarios, effectively capturing both spatial and temporal
dynamics of facial expressions. The system significantly outperforms existing models, particularly in recognizing
basic emotions with high precision. These results highlight the effectiveness of the SR-RNN architecture and its
ability to handle diverse facial expressions, making it a valuable tool for applications in emotion detection. Despite
its strong performance, the system occasionally makes errors in misclassifying similar emotions, such as fear and
surprise, where subtle differences in facial expressions are difficult to distinguish. This suggests that while the
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Figure 9. Comparative analysis of the proposed method versus existing methods.

Table 4. Comparative analysis of existing FER Methods in Terms of model, dataset, and accuracy.

Sr. No Model Dataset Accuracy References
1 STCNN-CRF CK+ 93.04 [27]
2 Nested LSTM MMI 84.53 [28]
3 LBP-SVM JAFFE 41.30 [29]
4 BDBN JAFFE 68.0 [30]
5 Light-CNN CK+ 92.86.0 [31]

FER-2013 68.0
6 C-CNN CK+ 91.64 [32]
7 RBM FER-2013 71.16 [33]
8 JFDNN BU-3DFE 72.50 [34]
9 CNN+LSTM CK+ 95.10 [35]
10 ResNet-50 FER-2013 72.50 [36]
11 Proposed SR-RNN CK+ 98.85 Present Work

FER-2013 91.79
RAF-DB 89.28

model captures key facial features, it can benefit from more advanced feature extraction techniques or additional
contextual inputs like head movement and eye-gaze direction to improve differentiation between similar emotions.
Additionally, the system’s accuracy decreases in the presence of occlusions, such as sunglasses or facial masks,
which obstruct key facial regions. Incorporating data augmentation techniques that simulate these occlusions during
training or developing occlusion-aware models could enhance the system’s robustness against such scenarios.

The SR-RNN system is also sensitive to extreme lighting conditions, such as low light or overexposure, which
can obscure critical facial features and affect recognition accuracy. Although the AMGF and CLAHE techniques
help mitigate moderate lighting variations, employing more sophisticated lighting normalization methods or image
enhancement algorithms could further improve performance in challenging lighting environments. Additionally,
inter-subject variability presents a challenge, as differences in age, ethnicity, and facial structure can lead to reduced
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accuracy when expressions deviate significantly from the training data. Expanding the training dataset to include a
wider demographic range and utilizing transfer learning could help the model generalize more effectively.

Despite these challenges, the proposed SR-RNN model offers significant advancements over existing methods,
showcasing superior accuracy and reliability in emotion detection. By addressing these limitations through targeted
enhancements, the model’s robustness can be further improved, ensuring its applicability in diverse real-world
settings. These insights not only validate the effectiveness of the SR-RNN approach but also provide a clear path
for future research and development to enhance its capabilities.

5. Conclusion

This study presents a novel approach to improving FER through the SR-RNN classifier, integrating SwikyRelu
activation, RBKMC clustering, and CTRO optimization techniques. The present research contributes to advancing
FER methodologies by addressing key challenges such as noise, lighting variations, and inter-subject variability.
The AMGF effectively removes noise and enhances image contrast, yielding a PSNR of 25.5478 dB, surpassing
the performance of GF, WF, BF, and AF. The proposed model significantly enhances the accuracy of
emotion classification, achieving 98.85% on the CK+ dataset, 91.79% on FER-2013, and 89.28% on RAF-DB,
outperforming traditional models such as CNN, DNN, and RNN. These results demonstrate the model’s robustness
across diverse datasets, underscoring its value in both academic and practical FER applications. Additionally, the
SR-RNN classifier offers considerable advantages, including a notable reduction in computational time (12,436
ms), considerably faster than other models like RNN, DNN, CNN, and ANN. The classifier also exhibits high
accuracy in detecting emotions such as surprise (89%) and happiness (78%), making it suitable for real-time
applications in fields like human-computer interaction, surveillance, and mental health monitoring. Overall, the
SR-RNN classifier demonstrates substantial advancements in FER by integrating novel pre-processing techniques,
effective feature extraction, and efficient classification methods. These enhancements make it a robust and reliable
solution for real-world applications, outperforming existing methodologies and setting a new standard for future
research in facial emotion recognition. However, the model faces limitations, particularly when distinguishing
between subtle emotions like fear and surprise, where small differences in facial expressions challenge accuracy.
Occlusions, such as facial masks or sunglasses, can significantly reduce performance, as they obstruct key facial
landmarks. Additionally, while the model handles noise and illumination effectively, extreme lighting conditions
can still impact its accuracy. Expanding the diversity of the training dataset would also help improve the model’s
generalization to a broader range of facial types and expressions.

6. Future Directions

For future research directions, several promising avenues are available to enhance the proposed SR-RNN-based
facial emotion recognition system. One area is the integration of attention mechanisms to help the model focus on
the most relevant facial features, improving accuracy in distinguishing between similar emotions. Another direction
is incorporating multi-modal data, such as combining facial expression analysis with audio cues or physiological
signals, to capture a more comprehensive understanding of emotions and improve robustness. These future
enhancements could significantly expand the system’s applicability across various domains, including human-
computer interaction and mental health monitoring. We appreciate the reviewer’s feedback and will consider these
directions for future research.
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