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Abstract Various predictive methods have been applied to predict the value of stocks. The purpose of this research is to
implement the discrete Hilbert transform in stock returns. The ability to predict stock price movements has big implications
for investors. Traditional methods are often limited in capturing the complexity of market dynamics. It was found that the
proposed method obtained an average of MAE, RMSE and MAPE values of 0.02055, 0.02237, and 0.012985 which is lower
than the conventional LSTM method. This research provides a new understanding of the application of discrete Hilbert
transform in a dynamic global financial context.
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1. Introduction

Share price prediction and financial risk determination are closely linked in the context of financial analysis and
portfolio management. Share price forecasting involves an attempt to project the future value or trend of a stock
based on historical information and market factors. The purpose of stock price predictions is to help investors and
analysts make better investment decisions, such as when to buy or sell stocks. Financial risk assessment involves
the evaluation and measurement of potential losses or volatility in investments or portfolios ([20]).

Stock price predictions provide important input in the determination of financial risk. Predictions of the stock
price give an idea that a stock has a high volatility potential or a significant risk, this information is taken into
account in the financial risk analysis ([21]). Accurate predictions can help portfolio managers and investors more
effectively identify and manage potential risks in their investments. If there is a significant change in the stock price
forecast, risk management measures can be used to mitigate the impact.

Time cycle data is a quantitative measurement of objects normally in the same sequence in a time period ([1]).
Data scientists most often deal with this time cycle information ( cite42). Many techniques, from basic to most
technical, statistics to soft computing, have been used to understand the underlying structure or properties of time-
specific data ([3]). The new field artificial intelegence has been used more precisely recently. A larger group of
machine learning that is built on simulated neural networks and learning representations include deep learning
([4]).

One of the methods for predicting time cycle data is using deep neural networks ([5]; [6]). Deep Learning refers
to the development of neural netways in machine learning by incorporating deeper layer structures. It has been
used in many fields to solve a variety of problems and has produced remarkable results, especially in the fields of
deep learning, natural language processing, and image classification ([7]). Recurrent Neural Networks (RNN) is a
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unique technique that has been widely used mainly for regression such as predicting future values from time-long
data ([8]). The shortcomings of RNN include long-term dependency problems ([9]) and lost or expanded gradient
problems addressed by introducing Long Short Term Memory ([10]).

The quaternion approach in portfolio optimization has been developed by ([17]) to minimize portfolio risk under
certain constraints as the extension of the complex portfolio diversification of risk proposed by ( [22]) has shown
that the proposed method goes beyond the conventional method of diversifying portfolio complex risk. In this
study, the DHT-LSTM method was used to predict time around which could significantly improve prediction of
time around data using historical stock data.

2. Long Short-Term Memory

Recurrent Neural Network (RNN) is one of the types of algorithms that apply sequential approaches. To overcome
the weakness of recurrent neural network, Long Short-Term Memory (LSTM) is introduced, which is a special
form of RNN ([12]). LSTM is the name of an RNN technique that has gained widespread acceptance and has been
applied in a variety of contexts, especially those involving sequential data.

Compared to RNN, LSTM uses three gate in the cell blocks. Gate is known as input gate (Ig), output gate (Og),
and forget gate (Fg). In LSTM, each port adds values and spreads information. The LSTM calculation cell involves
six equations, on the equation (1) to (6) ([11]).

Fg = σ(WFhg−1 + UFxg + bg). (1)
Ig = σ(WIhg−1 + UFxg + bI). (2)

C̃g = tanh(WChg−1 + UCxg + bC). (3)

Cg = fg ⊙ Cg−1 + ig ⊙ C̃g. (4)
Og = σ(WO ⊙ hg−1 + UOxg + bO). (5)
hg = Og ⊙ tanh(Cg). (6)

Cell LSTM uses two activation functions (FA): the sigmoid function (σ) and the hyperbolic tangent function
(tanh). Corresponding values for input gates, output gates, forget gates and candidate cell are WF ,WI ,WC and
Uf , UI , UO. Similarly, the default values of forget gate, input gate and output gate are bg, bi, bo, bC . C̃g specifies
candicate cell, Cg specifies the current space of cell, hg at the moment the value of the operator is x at the time
the current state of the cell is specified. Hyperbolic (tanh) and sigmoid (σ) tangents are activation functions used
in cell LSTM ([15]).

2.1. Hilbert Transform

Hilbert transformation of real signal z(t) to t ∈ [0,∞) is defined as

H[z(t)] =
1

π

∫ π

0

z(τ)

t− τ
dτ. (7)

Discreet Hilbert transformation is defined as

HD[zk] = −isgn

(
k − N

2

)N−1∑
n=0

zne
i 2πn

N (8)

with sgn(.) signum function ([19]).

2.2. Prosedur

We propose a novel approach by incorporating DHT within Deep Learning methods, particularly LSTM, for time
series forecasting. DHT could acs as a transform data technique that contibutes to the overall forecasting results of
time series data with high volatility.
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Figure 1 shows the schematic diagram of the proposed methods, namely DHT-LSTM. The time series data will
be preprocessed to handle any missing data. DHT is applied to the cleaned data before data splitting process with
80% data train and 20% data test. To handle any missing values from DHT calculation, xero data imputation is
applied to the train set before deep learning model development.

Figure 1. Schematic diagram of proposed methods

In this section, the DHT-LSTM procedure is reviewed using the following steps.

1. p
(m)
t 0<t<T ; stock price mth;

2. r
(m)
t =

p
(m)
t+1−p

(m)
t

p
(m)
t

; return stock price mth;

3. Applying discret Hilbert transform to portfolio returns using equations (8) and obtain analytical signals that
are then converted to equation signals xt = rt + iHD[zt];

4. Use LSTM to predict the return on a portfolio.

3. Error Criteria

Mean absolute error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage error (MAPE) are
statistical tools used to measure the accuracy of a statistical model in making predictions or forecasts. To perform
the triple calculation of this satisticus, use the equation (9) to (10).

MAE =
1

m

m∑
t=1

|Adt − Fvt| (9)
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RMSE =

√√√√ 1

m

m∑
t=1

(Adt − Fvt)2 (10)

MAPE =

(
1

m

m∑
t=1

∣∣∣∣Adt − Fvt
Adt
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)
100% (11)

With Adt is the actual data and Fvt is the prediction data value.

4. Eksperiment

The time period data used is Yahoo Finance Statistics data. The information provided shows the actual data. Nucor
Corporation, Cleveland-Cliffs Inc. and Silver Sep from January 2019 to January 2023. The stock data is given in
the following table (1).

Table 1. Descriptive Data

Descriptive CLF NUE SI=F
Count 1010 1010 1010
Mean 13.8105 76.8113 20.9317
Std 6.90822 36.4555 4.20206
Min 3.02152 26.0112 11.7350
25 7.69739 46.6178 17.3580
50 13.5950 53.5319 21.4980
75 19.6174 108.748 24.5677
max 33.0700 170.601 29.3980

Python is used to train and test all deep learning models in training and testing. The LSTM and HDT-LSTM
methods are used to predict time period data. All deep learning techniques use the same design, which is a
simple three-layer architecture, as described in the previous section. In addition, two different stock data, Nucor
Corporation, Cleveland-Cliffs Inc and Silver Sep are used to run each test. The table (2) shows the calculations.

Table 2. Performance Measurement Method of Stock Price Movement

Metode LSTM
CLF NUE SI=F

MAPE 0.05754 0.04371 0.61398
RMSE 1.44109 7.42675 0.75949
MAE 1.09478 5.62356 0.02966
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Figure 2. Predict CLF stock price using LSTM

Figure 2 illustrates the movement of CLF stock return using LSTM displaying actual values and predictive values
with MAE, RMSE, and MAPE values of CLF 1.09478, 1.44109, and 0.05754.

Figure 3. Predict NUE stock price using LSTM

Figure 3 illustrates the movement of NUE stock return using LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of NUE 5.62356, 7.42675, and 0.04371.
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Figure 4. Predict SI=F stock price using LSTM

Figure 4 illustrates the movement of SI=F stock return using LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of SI=F 0.61398, 0.75949, and 0.02966.

Table 3. Performance Measurement Method of Stock Return Movement

Metode LSTM DHT-LSTM
CLF NUE SI=F CLF NUE SI=F

MAPE 0.16040 1.32956 1.22311 0.02530 0.00067 0.00033
RMSE 0.04024 0.02942 0.75884 0.03213 0.01261 0.02013
MAE 0.03203 0.02258 0.61220 0.02702 0.01408 0.01550

Figure 5. Predict stock returns of CLF using LSTM
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Figure 5 figure out the movement of CLF stock return using LSTM displaying actual values and predictive values
with MAE, RMSE, and MAPE values of 0.03203, 0.04024, and 0.16040.

Figure 6. Predict stock returns of NUE using LSTM

Figure 6 figure out the movement of NUE stock return using LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of NUE is 0.02258, 0.02942, and 1.32956.

Figure 7. Predict stock returns of SI=F using LSTM

Figure 7 figure out the movement of SI=F stock return using LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of SI=F is 0.61220, 0.75884, and 1.22311.
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Figure 8. Predict stock returns of CLF using DHT-LSTM

Figure 8 figure out the movement of CLF stock return using DHT-LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of CLF is 0.02702, 0.03213, and 0.02530.

Figure 9. Predict stock returns of NUE using DHT-LSTM

Figure 9 figure out the movement of NUE stock return using DHT-LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of NUE is 0.01408, 0.01261, and 0,00067.
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Figure 10. Predict stock returns of SI=F using DHT-LSTM

Figure 10 figure out the movement of SI=F stock return using DHT-LSTM displaying actual values and predictive
values with MAE, RMSE, and MAPE values of SI=F is 0.01550, 0.02013 and 0,00033.

The proposed approach applied to the Nucor Corporation (NUE) and Cleveland-Cliffs Inc. (CLF), and Silver
Sep (SI=F). in the table 2 had error values using DHT-LSTM obtained averages of MAE, RMSE, and MAPE
being 0.01886, 0.02162, and 0.00876 lower than the LSTM used in this study with averages for MAE, RMSE,
and MAPE being 0.22227, 0.27616, and 0.90435. The prediction results 5 and 8 showed that each deep learning
used successfully followed the same data patterns as 7 and 9. Furthermore, given how little data was used in the
experiment, the prediction could be said to be very good.

Google Colab is used for training and testing all deep learning models. The experimental configuration makes use
of the Python programming language and several essential libraries, including Numpy, Matplotlib, Pandas, Keras,
and sklearn. You may find the source code at https://github.com/jiunmath/dht-lstm/upload, the GitHub repository.

5. Conclussions

The three error criteria applied in this study are MAE, RMSE and MAPE. Using DHT-LSTM obtained averages of
MAE, RMSE, and MAPE being 0.01886, 0.02162, and 0.00876 are lower than the LSTM used in this study with
averages for MAE, RMSE, and MAPE being 0.22227, 0.27616, and 0.90435. The lower the score of each criterion
that shows a reduction in prediction error between actual and prediction values, the better the prediction system.
Using discrete Hilbert transform with deep learning techniques can improve predictions.
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