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Abstract This paper focuses on learning unknown structure in conditional random fields (CRFs), especially learning both
the structure and parameters of a CRF model simultaneously. By adding the l2-regularization to node parameters and the
group l1-regularization to edge parameters, this structure learning problem can be cast as a convex minimization problem.
Then an adaptive gradient method is proposed to solve the minimization problem. Extensive simulation experiments are
presented to show the performance of the proposed approach for learning unknown structure.
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1. Introduction

In this paper, we consider the unknown structure learning problems in conditional random fields (CRFs) [11].
CRFs are undirected graphical models that can be used to represent conditional probability distributions p(y|x)
compactly, where y represents the labels and x is the observed features. An important property of CRFs is their
ability to cope with large and redundant features and to show the structural relationships between the output labels.
Here, we consider CRFs with pairwise potentials:

p(y|x) = 1

Z(x)
∏
⟨ij⟩

ψij(yi, yj , x)
∏
i

ψi(yi, x),

where ⟨ij⟩ is a product over all edges in the graph, ψij is an edge potential, and ψi is a node potential. We focus on
binary states, i.e., yi ∈ {0, 1}, and assume that the node and edge potentials have the following form:

ψi(·, x) =
(
evT

i,1xi , evT
i,2xi

)
and ψij(·, ·, x) =

(
ewT

ij,11xij ewT
ij,12xij

ewT
ij,21xij ewT

ij,22xij

)
,

where xi = [1, g, fi] is the node feature, xij = [1, g, fi, fj ] is the edge feature, with g being global features shared
across nodes and fi being the node’s local features, v denotes the node weights, and w denotes the edge weights.
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Here, we set vi,2 = 0 and wij,22 = 0 to ensure identifiability, otherwise the model would be over-parameterized.
Let θ = [v,w] for all the parameters and F (x, y) for all the features, we can write the model more succinctly as

p(y|x) = exp(θTF (x, y))
Z(θ, x)

,

where Z(θ, x) =
∑

y′ exp(θTF (x, y′
)). Hence, the negative log-likelihood is

nll(θ) =

N∑
n=1

−θTF (xn, yn) +

N∑
n=1

logZ(θ, xn).

However, computing the gradient of nll(θ) is expensive, since it requires an inference algorithm. To reduce the
computational cost, we change the objective function to the pseudo likelihood [2] defined as

PL(yn|xn) =
∏
i

exp(θT
i Fi(x, y))
Zi

,

where θi = (vi, {wij}j∈ni) is the parameter for the i’s Markov blanket, Zi is the local partition function, Fi is the
local feature vector, and ni is the neighbor of i in the graph.

Recently, a popular learning paradigm to generative structure learning is to impose an l1-regularization on
the parameters of the model, leading to a sparse graph. However, in more general scenarios many features are
associated with each edge. In this situation, group l1-regularization-based methods that jointly reduce groups of
parameters to zero can be used to achieve sparsity. More specifically, in this paper we focus on the following group
regularized structure learning function:

J(θ) = nll(θ) + λ1∥v∥22 + λ2Ω(w), (1)

where we force an l2-regularization on the node weights v and place an regularization Ω(w) on the edge weights
w, where Ω(w) =

∑B
b=1(

∑
i∈b |wi|α)1/α =

∑
b ∥wb∥α. If α = 1, Ω(w) is the standard l1-regularization, namely,

Ω1(w) = ∥w∥1. A more computationally appealing alternative is to use α = ∞, that is, Ω∞(w) =
∑

b ∥wb∥∞ =∑
b maxi∈b |wi|. This choice of α often yields sparsity at the group level, see [16].
This paper proposes a nonmonotone adaptive gradient projection method to minimize the learning problem

(1) with α = ∞ in Ω(w). Section 2 describes the proposed method in detail. Numerical results are presented to
illustrate the performance of our approach in Section 3. Finally, we have a conclusion section.

2. Algorithm

In this section, we show how to minimize the regularized function (1) with Ω∞(w). We begin with some preliminary
results to introduce the proposed algorithm.

2.1. Preliminary results

2.1.1. Smooth bound constrained optimization. To solve the problem (1) efficiently, we first convert it to a
smooth optimization problem with linear constraints by introducing auxiliary variables (one for each set) that
are constrained to be the maximum value of a set. Note that minimizing the group l1-regularization in the set
S = s1, . . . , sn is equivalent to minimizing the ∞-norm ∥(s1, . . . , sn)∥∞ = maxi{|si|}, so we have the following
smooth bound constrained minimization problem:

min
α,v,w

nll(θ) + λ1∥v∥22 + λ2
∑
s

αs, (2)

s.t. − αs ≤ wsk ≤ αs,∀s, ∀k ∈ s,

where s indexes the edges.
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2.1.2. Gradient-based projection methods. For convenience, we use a triple xk = {α, v,w} to denote the
concatenation of all variables and use f(xk) to denote the value of the objective function at the k-th iteration.
In general, we cannot compute the solution to problem (2) analytically and must adopt iterative-based algorithms.
Among the existing bound constrained optimization techniques, projected gradient method is a simple and effective
one.† A common variant of projected gradient methods computes a descent search direction at the k-th iteration by
finding the Euclidean norm projection of a scaling steepest descent direction onto a feasible set, see for example
[5, 14, 15]. Our approach belongs to the class of projected gradient methods.

Let P denote the projection operator, β be the scale factor for the steepest descent direction, and t be a
stepsize chosen by a line search, then the iteration form can be expressed as xk+1 = xk + tkdk, where dk =
P(xk − βk∇f(xk))− xk. However, the use of classical steepest descent direction may lead to slow convergence
rate, because this procedure may result in a sawtooth phenomenon. In [1], Barzilai and Borwein (BB) proposed an
ingenious gradient algorithm, two-point stepsize gradient method, in which βk along the steepest descent direction
is determined by

β
(BB1)
k =

sTk−1sk−1

sTk−1yk−1

or β
(BB2)
k =

sTk−1yk−1

yT
k−1yk−1

, (3)

where sk−1 = xk − xk−1, and yk−1 = ∇f(xk)−∇f(xk−1). For unconstrained optimization, the two-point
stepsize gradient (BB) method outperforms the classical steepest descent method both in theory and in real
computations. Due to its simplicity and numerical efficiency, this method is very useful in solving large-scale
smooth unconstrained minimization problems, and several modified versions are proposed. In [8], Dai et al.
interpreted the choice for the stepsize βk in the BB method from the angle of interpolation and proposed two
variants. Numerical results reported in [8] suggest that improvements have been achieved. Along this line, Xiao et
al. [19] proposed another two choices of βk by introducing two modified quasi-Newton secant equations developed
in [22, 18]. Numerical experiments show that their method seems to be better. Based on the work in [3], Biglari
and Solimanpur [4] recently proposed four choices of βk by considering a fourth order conic model applied to the
objective function:

β
(BS1)
k =

sTk−1sk−1

sTk−1ŷk−1

, β
(BS2)
k =

sTk−1ŷk−1

ŷT
k−1ŷk−1

,

β
(BS3)
k =

sTk−1sk−1

ξsTk−1yk−1

and β
(BS4)
k =

sTk−1yk−1

ξyT
k−1yk−1

,

where ŷk−1 = yk−1 +
ϕsk−1

sTk−1sk−1
, ϕ = 4(f(x)k−1 − f(x)k) + 2(gk + gk−1)

T sk−1, and ξ = 1 + ϕ/(sTk−1yk−1). It is

not difficult to see that in essence β(BS3)
k and β(BS4)

k are the same with β(BB1)
k and β(BB2)

k , respectively, which can
be viewed as scaling BB methods.

2.1.3. Adaptive stepsize selection rules. In the last decades, stepsize selection rules in gradient-type methods have
received an increasing interest from both the theoretical and the practical points of view. In [23], Zhou et al.
proposed an adaptive selection strategy which takes the form of

β
(Z)
k =

 β
(BB2)
k if

β
(BB2)
k

β
(BB1)
k

< κ1,

β
(BB1)
k otherwise,

(4)

where κ1 ∈ (0, 1). Their numerical results show that this strategy can improve its practical performance. Based on
(4), Yu et al. [20] suggested a different one:

β
(Y )
k =

{
β
(BB1)
k if k is odd or

sTk−1yk−1

∥sk−1∥∥yk−1∥
≥ κ2,

β
(BB2)
k otherwise,

(5)

†For bound constrained optimization, the projection under the Euclidean norm is the standard orthogonal projection.
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where κ2 < 1 is close to 1. It is clear that β
(BB2)
k

β
(BB1)
k

=
(sTk−1yk−1)

2

(∥sk−1∥∥yk−1∥)2
. Even so, the switch condition in Eq. (5) is

different to that in Eq. (4).

2.2. Proposed algorithm

Note that β(BS1)
k /β

(BS2)
k ≥ 1, and based on the previous work in [23, 20], we propose the following stepsize

selection strategy which can adaptively choose a small stepsize or a large one at each iteration:

β
(New)
k =

{
β
(BS1)
k if k is odd or

∥sk−1∥∥ŷk−1∥
sTk−1ŷk−1

≥ κ,

β
(BS2)
k otherwise,

(6)

where κ ∈ [0.5, 1). Obviously, the judgment criterion in Eq. (6) is different to those in Eqs. (4) and (5).
Once βk is determined, the search direction dk can be fixed. And then a suitable learning rate tk along dk should

be found to compute the next iteration xk+1. As argued by [14], due to its use of the steepest descent direction, the
nonmonotone two-point stepsize strategy can also be used to significantly speed up the convergence of gradient
projection algorithms. Here, we consider a nonmonotone line search that differs from the standard Armijo line
search [12]. The standard Armijo line search requires the objective function values to decrease monotonically at
each iteration. This requirement may cause the sequence of iterations to fall into the bottom of a curved narrow
valley, resulting in a slow convergence. To overcome this difficulty, an alternative is to allow an occasional increase
in the objective function values at each iteration. In other words, we can adopt a nonmonotone line search. The
earliest nonmonotone line search was developed by Grippo, Lampariello, and Lucidi (GLL) [9] which permits
some growth in the function values as the iteration process, and the BB method has received increasing attention
since its global convergence was proved under the GLL line search [13]. As pointed out in [21], although the GLL
line search works well in many cases, there exist some drawbacks. For example, some good function values may be
discarded, and the numerical performance depends very much on the choice of a predefined memory parameter. For
this, Zhang and Hager [21] proposed an improved nonmonotone line search which requires that the average of the
successive function values decreases. Their numerical results show that the new line search technique outperforms
the monotone line search and the GLL. In this paper, we pay attention to the Zhang-Hager line search. To clarify
further our method, we recall this line search briefly. The Zhang-Hager line search is used to find a stepsize t that
satisfies the following Armijo-type condition:

f(xk + tdk) ≤ Ck + νt∇f(xk)
T dk, (7)

where ν ∈ (0, 1), and Ck is updated by

Qk+1 = ηkQk + 1, Ck+1 =
ηkQkCk + f(xk+1)

Qk+1
,

with ηk ∈ (0, 1), Q0 = 1, and C0 = f(x0).

Remark 1
If ηk = 0 for each k, then the Zhang-Hager line search reduces to the standard (monotone) Armijo line search. As
ηk approaches 1, this scheme becomes more nonmonotone, treating all the previous objective function values with
equal weight when we compute Ck.

In our problem, the projection operator P onto the convex feasible set F = {{α, v,w}|∀k ∈ s,−αs ≤ wsk ≤ αs}
is defined as x∗ = argminx∈F ∥x− u∥22, which may be very expensive to solve at each iteration for large scale
optimization. Note that the projection is separable across groups, which implies that we just have to solve

min
w,α′

∥(w
′
, α

′
)− (ws, αs)∥22, (8)

s.t. ∀i,−α
′
≤ w

′

i ≤ α
′
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Algorithm 1 Adaptive Gradient Projection Method (AGPM)

1: Input: x0, regularization parameters λ1 and λ2, threshold parameters κ and ϵ, sufficient decrease parameter ν,
βmax, βmin, C0, Q0, and ηk.

2: while “not converged” do
3: Compute f(xk) and ∇f(xk).
4: if k = 0 then
5: βk = 1.
6: else
7: Compute βk by Eq.(6).
8: end if
9: Update βk = min(βmax,max(βk, βmin)).

10: x̄k = xk − βk∇f(xk).
11: for each group s do
12: Compute P(w̄s, ᾱs) by solving (8).
13: end for
14: Compute dk = P(x̄k)− xk.
15: Compute tk by Eq.(7).
16: Update xk+1 = xk + tkdk.
17: Let k = k + 1.
18: end while

for each (ws, αs) independently. Hence, we can compute the optimal projection by solving a small-scale linear
constrained minimization problem for each group.

Based on the analysis above, we now describe our adaptive gradient projection method with the (nonmonotone)
Zhang-Hager line search for solving problem (2) in Algorithm 1.

Remark 2
At line 2 in Algorithm 1, we judge whether the current point is stationary. If ∥P (xk −∇f(xk))− xk∥ < ϵ, stop,
declaring that xk is stationary.

Remark 3
If βk > 0, then the generated search direction βk∇f(xk) is descent. However, the condition βk > 0 may not be
always fulfilled, and the descent property can no longer be guaranteed. To deal with this issue, we should keep the
sequence {βk} uniformly bounded, that is to say for sufficiently large βmax > 0 and sufficiently small βmin > 0, βk
is forced as βk = min(βmax,max(βk, βmin)), see line 9 in Algorithm 1. This strategy is also adopted in [17, 19].

3. Experiments

In this section, we conduct numerical experiments to evaluate the performance of the proposed method for solving
structure learning problems by using artificial data from different CRFs. We compare AGPM with the method
used in [14] and the method using β(Z)

k [23]. For convenience, we denote the two methods as M-[14] and M-[23],
respectively. All experiments are implemented under Matlab on a PC with Windows 7 operating system.

We chose the graph structures randomly, and the probability of each edge is 0.5. We sample random node weights
vi ∼ N (0, 1) and edge weights wi,j ∼ U(−b, b), where b ∼ N (0, 1) for each edge. We draw 100/500/1000 training
samples and 100 test samples from the exact distribution p(y|x), respectively, and set λ1 = λ2 = 0.5, M = 10,
ν = 10−4, ϵ = 10−4, βmin = 1/βmax = 10−10, κ = κ1 = 0.5, κ2 = 0.9, η = 0.7. In the following, “Nno” refers to
the number of nodes, “Nfe” refers to the number of features for each node, “Ntr” refers to the number of examples
to use for training, and “Nte” refers to the number of examples to use for test. To evaluate the learning performance,
we measure the training time in seconds (Time) and the test error (Err).
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Figure 1. Numerical results of “Time” and “Err” with Ntr=500 and Nte=100.

We first create the data from a 5/10/15-node CRF and use 5/10/15/20 local features for each node sampled from
a standard normal distribution, and take Ntr=100, Nte=100. The numerical results are presented in Table 1. As
shown in Table 1, the obtained test errors of all methods nearly coincide. While from the view of training time, we
can see that the proposed method AGPM is the fastest among those compared in this set of test. Additionally, it is
observed that the performance of the proposed adaptive stepsize selection strategy outperforms that of [23].
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Figure 1 (cont’d): Numerical results of “Time” and “Err” with Ntr=500 and Nte=100.

In the second test, we draw 500 training samples and 100 test samples. Figure 1 reports the experimental results
of training time and test error of all methods in the form of histograms. Comparing the blue histograms in Figure
1, we clearly see that our method AGPM is superior to the others for all situations.

Finally, we consider a larger training date including 1000 training samples, and the data sets are generated from
a 10-node CRF and use 10/15/20 local features for each node. The results of AGPM, M-[14] and M-[23] are
presented in Figure 2. The left plot in Figure 2 shows that the proposed method AGPM requires less time than
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Table 1. Numerical results of “Time” and “Err” with Ntr=100 and Nte=100.

Datasets M-[14] M-[22] AGPM
Nno/Nfe Time Err Time Err Time Err

5/5 1.111452 0.282 1.299522 0.276 0.832011 0.272
5/10 2.395456 0.250 2.006264 0.250 1.154688 0.244
5/15 2.393800 0.272 2.772199 0.278 1.538309 0.278
5/20 2.640080 0.302 3.165659 0.304 1.981395 0.302
10/5 4.564721 0.273 5.745670 0.273 3.423104 0.273

10/10 6.382067 0.286 8.548289 0.287 4.999761 0.288
10/15 8.194089 0.331 11.791843 0.329 6.779315 0.331
10/20 11.860101 0.323 16.150115 0.320 9.378568 0.323
15/5 11.257542 0.281 15.223453 0.281 8.943181 0.282

15/10 17.566537 0.281 24.840462 0.279 13.923254 0.276
15/15 25.650972 0.323 36.425686 0.325 20.123700 0.325
15/20 30.545750 0.304 45.989224 0.301 25.622546 0.302

M-[14] and M-[23]. In addition, although each method obtains comparable errors, AGPM is slightly better than the
others, see the right plot in Figure 2.

In a word, preliminary experiment shows that the proposed method AGPM is effective for learning structure
problems.
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Figure 2. Numerical results of “Time” and “Err” with Ntr=1000 and Nte=100.

4. Conclusion

In this paper, we studied the structure learning in conditional random fields. We first formulated this problem as
a convex optimization model combined l1-regularization and l2-regularization, and then a new stepsize selection
strategy combined a nonmonotone line search was proposed to solve this model. Experimental results demonstrated
the efficiency and stability of our approach.

We think that there are two issues that could lead to improvements. The first point that should be considered is to
use other improved nonmonotone line searches, such as the two proposed in [7, 10]. Another important point worth
considering is the use of algorithms to solve problem (1) directly. For example, since the objection function in (1)
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has the separable structure, it can be solved by the so-called alternating direction method of multipliers (ADMM)
[6].
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