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Abstract We present a unified framework for solving the nonlinear Support Vector Machines (SVM) training problems.
The framework is based on an objective function approximation so that the Problem becomes separable, with low
computational cost root-finding methods to solve the resulting subproblems. Because of the diagonalization of the objective
function in the first stage of the framework, we named the new SVM solver DiagSVM. To test the performance of the
DiagSVM, we reported preliminary numerical experiments with benchmark datasets. From the results, we chose the best
combination used in the framework to solve the Skin Lesion Classification (SLC) problem. Since melanoma (skin cancer)
is the most dangerous and deadliest disease that affects the skin, the application of the DiagSVM can be integrated into
several Computer-Aided Diagnosis (CAD) systems to help them detect skin cancer and significantly reduce both morbidity
and mortality associated with this disease. Machine learning (ML) and deep learning (DL) based approaches have been
widely used to develop robust skin lesion classification systems. For the SLC problem, three pre-trained convolutional neural
networks (CNN), Xception, InceptionResNetV2 and DenseNet201, were employed as feature extractors and their dimension
was reduced using Principal Component Analysis (PCA), Kernel Principal Component Analysis (KPCA) and Independent
Component Analysis (ICA). Finally, the samples were fed into two SVM solvers: DiagSVM and Libsvm. The experiment
shows that using PCA, KPCA, or ICA, the SVM can perform better than without feature reduction. The classification
performance of the proposed methodology is analyzed on the ISIC2017 and PH2 datasets. The benchmark and SLC results
indicate a promising proposal for accuracy, specificity and sensitivity metrics.
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1. Introduction

Among the state-of-the-art methods for solving machine learning problems are Support Vector Machines (SVMs)
[20]. SVM is one of the most used machine learning algorithms in statistical learning problems such as spam
filtering, text classification, handwriting analysis, and face and object recognition, among others [3]. It combines
excellent performance with a solid mathematical foundation that involves solving a quadratic programming
optimization problem, as shown by [1] and [2].

We can emphasize the two main drivers for the evolution of the SVM solvers: generalization error and large or
small-scale learning [13]. They explain the compromise between the types of generalization errors and emphasize
the limit on the number of training samples and the limit on the computational time, which, in some aspects,
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because the computational time is always limited in practice, large-scale problems always percolate into small-
scale learning problems.

The training stage for SVM involves a dense convex quadratic optimization problem (QP) at its core. Solving
this optimization problem is computationally expensive, primarily due to the dense Hessian matrix. Solving the
QP with a general-purpose QP solver would result in the time taken scaling cubically O(n3) with the number of
data points [64, 65]. Such complexity means that general-purpose optimization solvers cannot solve large-scale
SVM training problems. Several schemes have been developed in the literature where a solution is built by solving
a sequence of small-scale problems. Some other popular implementations and strategies to reduce SVM training
time can be seen in [5, 20, 8, 11, 24, 25, 26, 27, 10, 28];

We propose a framework to solve the QP in the dual SVM formulation to mitigate this issue. First, the framework
defines a separable quadratic approximation of the QP objective function, as presented in [16] and [18]. Each
subproblem is addressed in its dual form, which can be solved using root-finding methods; see, for example, [14],
[9] and their references.

In the context of skin lesion classification (SLC), the survey [31] summarized from 2011 to 2022 several studies
carried out on skin lesion segmentation (SLS) and classification. The survey’s observations show a clear interest in
applying machine learning (ML) and deep learning (DL) methods to solve SLC problems. Furthermore, most ML
methods applied to SLC were performed with SVM. The survey also notes that SLS and SLC are rapidly growing
areas of study and that the number of publications has increased annually for both tasks, especially after 2016.

Most of the interest in SLS and SLC comes from the fact that skin cancer incidence and mortality rates are
increasing worldwide [32]. Melanoma is a severe form of skin cancer because it is more likely to spread to other
parts of the body. It becomes hard to treat once melanoma spreads beyond the skin to other body parts. Thus, early
diagnosis is essential for the patient’s survival since detecting malignant skin lesions at the initial stage can be
cured successfully [32].

Dermatologists are the dermoscopic method, a noninvasive technique, to diagnose the skin lesion. This method
analyses lesion structures with the naked eye using the magnification tool. Later, this information can be used to
diagnose the structure by employing popular diagnostics methods [35], for example, asymmetry, border, color, and
diameter (ABCD) rule [44], seven-Point checklist [45], and Menzies technique [43]. All three methods have the
same first step: identification of lesion, either as melanoma or non-melanoma, using a score-based (ABCD rule and
7-Point checklist) and features-based (Menzies) approaches. The traditional dermoscopy method can increase the
melanoma detection rate from 10–27% [40]. However, it depends on the formal training of dermatologists [41].

One reliable solution to this problem is to apply computerized or digital dermoscopy analysis techniques,
commonly known as computer-aided detection (CAD) systems. In dermatology, [39] describes the prospective
benefits of digital imaging. Afterwards, CAD systems have put forth various efforts to improve clinical melanoma
diagnostics [35]. Such image processing for automatic skin lesion classification can be divided into three main
stages: lesion segmentation, features extraction and lesion classification. Segmentation and feature extraction are
the key steps and significantly influence the outcome of the classification results [31].

The Convolutional neural network (CNN) can be used in two ways. The first is to design a classification model,
and the second is to extract features using Transfer Learning [48]. In our work, we will use transfer learning using
pre-trained networks; we extract features from three different architectures of pre-trained networks: Xception,
InceptionResNetV2 and DenseNet201. Given the high number of features that will be extracted from the CNN
models, it is wise to make a feature reduction to keep only the best and most relevant ones. Then, to reduce the
feature dimension, we used three popular methods: Principal Component Analysis (PCA), Inference Component
Analysis (ICA), and Kernel Principal Component Analysis (KPCA). After normalization and reduction, the
extracted features can be used to improve the classification accuracy rate.

This paper aims to present a new SVM solver with low computational cost and compare the performance of PCA,
KPCA and ICA for feature reduction in SVM applied to SLC. We extracted the dermoscopic images from this
study’s ISIC2017 and PH2 datasets. The CNN models were applied directly to the images without a segmentation
step. In this stage, we tested three pre-trained CNN models as feature extractors: Xception, InceptionResNetV2 and
DenseNet201. The original higher-dimensional inputs will be transformed into other lower-dimensional features
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S. JONATAS, A. ATÉCIO, S. PAULO AND M. LUIZ 1151

using one of the three feature reduction methods. The new features are then used as SVM inputs to solve the SLC
problem.

We can highlight some contributions of this research, such as:

• Flexibility in using different methods in the proposed SVM solver (in the diagonal approximation step and
in the stage of solving the approximate subproblems);

• Combining various alternatives in DiagSVM to find good training results in the SVM problems;

• DiagSVM enables training medium-sized volumes of data, keeping the metrics competitive with the state-
of-the-art method Libsvm;

• Comparison of PCA, KPCA and ICA reveals that such feature reduction performs better than without feature
reduction in the context of SVM applied to SLC.

We organize this paper as follows. Section 2 presents the SVM problem, which is essential for understanding the
context of our proposal. Section 3 presents the proposed framework, addressing it in the SVM training. Section 4
presents our methodology for the SLC problem. Section 5 reports numerical results for the benchmark dataset, and
section 6 reports numerical results for the SLC problem. We show the conclusions in Section 7.

2. Support Vector Machines (SVMs)

SVM is a supervised machine-learning technique developed by [1] and then extended in [2] to solve classification
and regression problems. The basic idea of an SVM in a simple binary classification problem is to search for the
hyperplane that is the farthest to the closest training data points from both sides of the hyperplane. This process has
two phases: training and testing. In the training phase, the machine is trained to find a hyperplane that separates
the given data samples into two classes with known negative or positive labels. After the machine is trained, the
training model is extracted, and the testing phase is carried out. In the testing phase, the SVM model predicts which
class label a new unseen test sample should have [23].

An SVM has unique characteristics used to implement the proposed framework. One characteristic is that
the solution to a classification problem is obtained by only a few samples, called support vectors (SVs) [1],
that determine the maximum margin separating hyperplane [23]. Another characteristic of SVM is performing
nonlinear mapping without knowing the mapping function using kernels’ predefined functions for calculating the
inner product of mapping functions [2]. Another characteristic of SVMs is the simple structure of constraints.

To clarify, given the set of labelled examples

D = {(xi, yi), i = 1, ..., n, xi ∈ Rm, yi ∈ {−1, 1}},
the SVM algorithm performs classification of new examples x ∈ Rm by using decision function F : Rm → {−1, 1}
of the form

F (x) = sign

(
n∑

i=1

α∗
i yiK(x, xi) + b∗

)
, (1)

where K ∈ Rn×n denotes a particular kernel function, and α∗ = (α∗
1, ..., α

∗
n) is the solution of SVM QP problem,

which appears in two forms: primal form and dual form. The proposed framework is addressed to the dual
formulation.

The dual optimization problem addressed by SVMs is as follows:

minimize f(α) =
1

2
αTPα− αT e (2)

subject to yTα = 0 (3)
0 ≤ α ≤ Ce, (4)
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where α ∈ Rn, C ∈ R, y ∈ Rn, yi ∈ {−1, 1}, e = (1, 1, . . . , 1) ∈ Rn and the matrix P ∈ Rn×n is symmetrical,
positive semi-definite with components defined as

Pi,j = yiyjK(xi, xj), i, j = 1, 2, ..., n. (5)

Once the vector α∗ is computed, the quantity b∗ in equation (1) is easily derived. A training example xi is called
support vector (SV) if the corresponding αi is nonzero and a bound support vector (BSV) if α∗ = C. The Kernel
function measures the similarity or the distance between vectors xi and xj [2]. Examples of well-known kernel
functions are presented in Table 1.

Table 1. Some Kernel functions

Name Function(x,z) Parameters

Linear xT z -
Polynomial (xT z + p)d d ∈ N, p ∈ R+

Gaussian exp(σ||x− z||2) σ ∈ R+

Exponential exp(σxT z) σ ∈ R+

Sigmoid tanh(kxT z + θ) k e θ < 0

3. SVM framework proposal (DiagSVM)

The proposed SVM framework, DiagSVM, is motivated by the necessity of a fast and flexible SVM QP solver.
Flexibility is characterized by the possibility of separable approximations in the first stage and the many existing
root-finding algorithms that can be used in the second stage of the framework. The algorithms studied for
implementing the framework’s second stage are characterized by simplicity and low computational cost. In Figure
1, we present the SVM block diagram to summarize each stage of the algorithm.

Determine the initial

point and parameters of

the algorithm.

From the k-th iteration,

determine a diagonal

approximation of the

objective function of the

general problem.

Obtain the next point

using a root-finding

algorithm applied to the

diagonal subproblem

defined in Stage 1.

Test the stop condition.

Stop or return to Stage 1.

Initialization Stage 1 Stage 2 Stopping criteria

Figure 1. DiagSVM block diagram

Next, we describe in more detail the characteristics of our scheme. In Subsection 3.1, we introduce the
approximation structure used in the first stage of the DiagSVM and which methods we use as a separable quadratic
approximation. In Subsection 3.2, we define the root-finding methods we are looking for, presenting some reference
examples. In Subsection 3.3, we define the final DiagSVM formulation and present its algorithm.

3.1. Separable Quadratic Approximations

Our study of finding a way to approximate the Hessian matrix of the objective function of the SVM QP problem
by a diagonal matrix started with the work of [16], applied to solve unconstrained optimization problems. The
approach is considered an alternative to the conjugates gradient-based methods because it requires less storage of
variables and is computationally efficient. The method applies the steepest descent technique in successive spherical
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quadratic approximations of the objective function so that no linear search is necessary to solve the minimization
problem. [16] show that the method is convergent when applied to general positive-definite quadratic functions
and works well with ill-conditioned problems. More precisely, they considered the following unconstrained
optimization problem:

minimize {f(x) : x ∈ Rn}, (6)

where f : Rn → R is the objective function.
Assuming the differentiability of f , [16] define a diagonal approximation of f at the point xk, named f̄k(x), by:

f̄k(x) =
1

2
(x− xk)TZk(x− xk) +∇f(xk)T (x− xk) + f(xk), (7)

and Zk = diag(zk, zk, ..., zk) = zkI . Before we show how to find zk, we will first convert the Equation (7) to the
format we want to solve in Equation (2).

f̄k(x) = 1
2 (x− xk)TZk(x− xk) +∇f(xk)T (x− xk) + f(xk)

= ∇f(xk)Tx−∇f(xk)Txk + 1
2

[
(x− xk)TZkx− (x− xk)TZkx

k
]

= ∇f(xk)Tx−∇f(xk)Txk + 1
2

[
xTZkx− xkT

Zkx− xTZkx
k − xkT

Zkx
k
]

= ∇f(xk)Tx−∇f(xk)Txk + 1
2x

TZkx− 1
2x

kT

Zkx− 1
2x

TZkx
k − 1

2x
kT

Zkx
k.

(8)

After removing the terms ∇f(xk)Txk and 1
2x

kT

Zkx
k which correspond to the constant terms in (8), the function

f̄k(x) is rewritten as

f̄k(x) =
1

2
xTZkx−

[
−∇f(xk) + Zkx

k
]T

x. (9)

The Equation (9) together with the constraints (3) and (4), forms the separable quadratic subproblems generated
in each iteration of the framework. The functions at (7) and (9) are always separable and convex as long as the
terms zk are strictly positive, thus having a positive-definite and diagonal Hessian matrix.

Now, to obtain the value of zk, we adopted in the framework two different approaches, the first one named
Spherical diagonal approximation proposed in [16], and the second one named Quasi-Cauchy approximation
proposed in [18].

• In [16], the Spherical diagonal approximation is defined following the equation (7). They declare that forcing
f̄k(x

k−1) = f(xk−1), is possible to obtain zk as follows:

zk =
2[f(x)− f(xk)−∇f(xk)T (x− xk)]

∥x− xk∥2
. (10)

Thus, the separable approximation of the objective function at (7) and (9) uses a multiple of the identity
matrix.

• In [18], the Quasi-Cauchy approximation is presented, in which it is related to the ”weak” Quasi-Newton
approximation of [19] where an additional constraint replaces the full matrix with a diagonal matrix. The
Quasi-Cauchy approximation can be obtained through the following expression:

Hk = (sTk yk/s
T
k sk)I, (11)

where sk = xk − xk−1, yk = ∇f(xk)−∇f(xk−1) and I an identity matrix. Hk is the well-known Oren-
Luenberger scaling diagonal matrix. Rewriting the equation (11) in the same format of equation (10), we can
obtain zk from the Quasi-Cauchy approximation as follow:

zk =
(xk − xk−1)T (∇f(xk)−∇f(xk−1))

(xk − xk−1)T (xk − xk−1)
(12)
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3.2. Root-finding methods

The root-finding methods mentioned in this work are those whose purpose is to solve the Separable Quadratic
Knapsack Problem (SQKP), which in turn has the following form:

(SQKP ) :


minimize f(x) =

1

2
xTDx− aTx

subject to bTx = c
l ≤ x ≤ u,

(13)

where x ∈ Rn is the decision variable; D = diag(d) is a diagonal matrix with positive entries di; a, b are vectors in
Rn, c is a scalar; and l < u are lower and upper bounds. In Problem (13), reformulating x as a dependent function
of λ, we have a problem finding the Lagrange multiplier of the equality constraint. The proof of the following three
theoretical results can be found in [9].

Theorem 1
A vector x∗ ∈ Rn is a minimum of the Problem (13), if and only if, there are Lagrange multipliers λ∗ ∈ R, v∗ ∈ Rn

+

and w∗ ∈ Rn
+ such that

L′
x(x

∗, λ∗, v
∗, w∗) = ∇f(x∗) + λ∗∇g(x∗) + (∇r(x∗))′v∗ + (∇s(x∗))′w∗ = 0 (14)

and beyond that,
viri(x

∗
i ) = 0, i = 1, · · · , n, (15)

wisi(x
∗
i ) = 0, i = 1, · · · , n, (16)

where f(x) = 1
2x

TDx− aTx, g(x) = bTx− c, r(x) = l − x and s(x) = x− u.

Lemma 3.1
According to the conditions of the KKT Theorem, (14) is equivalent to

0 ≥ diui − ai
bi

+ λ∗ , if x∗
i = ui

0 =
dix

∗
i − ai
bi

+ λ∗ , if x∗
i ∈ (li, ui)

0 ≤ dili − ai
bi

+ λ∗ , if x∗
i = li,


(17)

for all i = 1, 2, . . . , n.

Motivated by (17), the function x is defined depending on the variable λ.

x : R → Rn, λ 7→ x(λ)

with

xi(λ) =



li , if λ ≥ ai − dili
bi

ai − λbi
di

, if
ai − diui

bi
< λ <

ai − dili
bi

ui , if λ ≤ ai − diui

bi
.

(18)

Theorem 2
A vector x∗ ∈ Rn is a unique solution of the optimization problem (13), if and only if, exist λ∗ ∈ R such that x(λ∗)
defined in (18) satisfies

g(x(λ∗)) = 0. (19)
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S. JONATAS, A. ATÉCIO, S. PAULO AND M. LUIZ 1155

From the above development, notice that to solve SQKP, we can use root-finding methods that determine zeros
of the one-dimensional non-differentiable function g̃ : R → R, where

g̃(λ) =

n∑
i=1

bixi(λ)− c.

Some works with possibilities of root-finding strategies for the implementation in the second stage of the
proposed framework are listed:

1. In [9], a fixed-point strategy for a stratified sampling problem (non-quadratic but separable) is compared with
classic methods from the literature: Bisection, Regula falsi and Secants.

2. In [14], a Newton-type method for SQKP is studied, and comparisons with Secant, Median Search and
Variable Fixing methods are included.

3. In [15], a basic pegging algorithm is developed to solve SQKP and proposes several implementational choices
for the solution of the reduced Problem and the updates.

4. In [29], we developed a fixed-point method to solve SQKP based on [9].

In addition to the works mentioned above, more methods and algorithms to solve the SQKP problem can be
found in the surveys [33, 34].

3.3. DiagSVM algorithm

Using the results of the previous sections, we are now ready to formulate our framework algorithm to solve the
SVM QP problem presented in Section 2. Below, we detailed each step of our algorithm:

Step 1: Obtain the labelled data to train the model: X ∈ Rn×m and y ∈ Rn, yi ∈ {−1, 1}.

Step 2: Define parameters C > 0 and Kernel function K.

Step 3: Generate the SVM QP problem:

minimize f(α) =
1

2
αTPα− αT e

subject to yTα = 0
0 ≤ α ≤ Ce,

(20)

where, P ∈ Rn×n according with (5), α ∈ Rn, e ∈ Rn is a vector of ones, y is the same of the Step 1.

Step 4: Set k = 0 and αk = e;

Set ∇fk = Pαk − e, zk = ∥∇fk∥e, and ak = −∇fk + zk ∗ αk;

Step 5: Use a root-finding algorithm to solve the Problem (21).

minimize f̃(αk) =
1

2
αTZkαk − αkak

subject to yTαk = 0
0 ≤ αk ≤ Ce

(21)

where Zk = diag(zk).

Step 6: Set k = k + 1, let αk = f̃(αk−1);

From Theorem 2, αk is a unique solution of the problem (21), if λk satisfies (19). Thus, we use λk as stopping
criteria, so that, if λk − λk−1 < ϵ then α∗ = αk and STOP; otherwise, continue to next step.
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Step 7: If using SQA:

Set fk = 1
2α

kTPαk − αkT e and ∇fk = Pαk − e;

Let s = ∥xk − xk−1∥2 and v = 2(fk−1 − fk −∇fks);

Set zk = max(10−20,
s

v
), ak = −∇fk + zk ∗ αk, and zk = zke.

Go to Step 5.

If using QCA:

Set ∇fk = Pαk − e;

Let s = xk − xk−1 and v = ∇fk −∇fk−1;

Set zk = max(10−20,
sT v

sT s
), ak = −∇fk + zk ∗ αk, and zk = zke.

Go to Step 5.

3.4. DiagSVM complexity

Consider the algorithm in section 3.3. Steps 1 and 2 define some variables necessary to run the algorithm, which can
be processed in a constant time (O(1)). In Step 3, the SVM QP problem is generated. Since we used the RBF kernel
(see Table 1), the time complexity of this step can achieve O(n2m) [23], where n is the number of data points, and m
is the dimension of input space. However, in the literature, there is some fast implementation research for the RBF
kernel function [67, 68]. In Step 4, the most expensive evaluation is the matrix-vector operation, which requires
O(n2) time complexity. In step 5, we used O(n) root-finding methods to solve each subproblem. Step 6 checks the
stopping criteria, which requires only constant time. Step 7 generates the new subproblem approximation of the
general objective function by the last iterate. Spherical diagonal approximation and Quasi-Cauchy approximation
require O(n2) time complexity because, similarly to Step 4, the most expensive evaluation is the matrix-vector
operation

4. Skin Lesion Analysis (SLA)

As mentioned previously, SLA plays a significant role in skin cancer prevention. A growing number of deaths due
to melanoma has been noticed globally; this type of malignant in Figure 2 is deemed to be the most aggressive one
compared to other lesions.

Figure 2. example of melanoma skin lesion

Many researchers proposed using image processing for skin lesion detection [42]. This process is commonly
divided into three steps: image segmentation to identify the lesion, features extraction and lesion classification.
Segmentation separates suspicious damage from the normal skin area to extract further features from the lesion
region. The algorithms for SLS have been improved in recent years. Many papers set the OTSU thresholding

Stat., Optim. Inf. Comput. Vol. 12, Month 2024
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technique to stand apart from other techniques due to their simplicity [31]. Algorithms based on active contour
models have been continuously suggested for the segmentation of skin lesions in images where the initial curves are
being moved to the object of interest through convenient deformation [42]. Region-based algorithms like K-means
[46] have also been widely used to segment skin lesion images. However, CNN-based segmentation networks have
been widely applied to medical images, outperforming traditional image processing methods relying on manual
features [31].

The type of features used in the classification step is the key to successful classification of SLC. For that,
handcrafted and deep-learning features exist [31]. ABCD rules, Gray Level Co-occurrence Matrix (GLCM), Local
binary pattern (LBP), and Histogram of Oriented Gradient (HOG) are standard handcrafted features in the skin
lesion classification [48]. The ABCD rule characterizes the skin lesion based on dermatology criteria: shape, color
and symmetry. This acronym (ABCD) stands for Asymmetry, Border irregularity, Color variegation, and Diameter
greater than 6 mm [47]. GLCM is a statistical measure that computes the joint probability of occurrence of grey
levels considering two pixels spatially separated by a fixed vector. Several measures may be computed based on
the GLCM, such as mean, correlation, homogeneity, contrast, energy, dissimilarity, kurtosis, variance, entropy,
maximum probability, inverse difference, angular second moment, and standard deviation [50]. The local Binary
Pattern (LBP) method is used for texture analysis. It has been found to be a very efficient texture operator. Edge
histogram, Gabor and Histogram of Oriented Gradients (HOG) methods are used for shape feature extraction [49].

As discussed in [31], handcrafted features are often challenging due to the appearance of various intrinsic and
extrinsic noises in dermoscopic images. On the other hand, the CNN-based approaches provide excellent SLC
results and boost diagnostic procedure rates while being end-to-end systems. Many authors employed pre-trained
CNN models and fine-tuned them with the skin lesion datasets [31]. The feature extraction step is carried out
automatically by CNN, which can be effective in the classification process. A CNN model usually comprises three
layers, namely convolution, pooling, and fully connected layers [54]. Convolution and pooling layers play a feature
extraction role, while the fully connected layer generally acts as a classifier. Although CNN can classify images,
its combination with other classifiers might increase the classification efficiency [57]. [51] proposed an automatic
computerized method for skin lesion classification, which employs deep features from CNNs. They use three pre-
trained deep models. The extracted features were used to train SVM classifiers and got an 83.83% accuracy rate.
The database used is the ISIC challenge [52]. [55] presented a hybrid classification framework for dermoscopy
image assessment by combining CNN, Fisher vector (FV) and linear SVM.

Although CNN automatically extracts the features from the images, selecting features can provide better
performance and accuracy to the systems. Therefore, selecting the best subset of features for classification is
essential. In [56], the authors proposed an automated system for SLC through transfer learning-based deep neural
network (DCNN) features extraction and kurtosis-controlled principle component (KcPCA) based optimal features
selection. They used pre-trained ResNet for feature extraction and selected the best features for training the SVM
classification model. In [57], a system is proposed to detect melanoma automatically using CNNs and image texture
feature extraction. The features dimension was also reduced using kernel principal component analysis (KPCA) to
improve the classification performance. The method was evaluated on ISIC2016, ISIC2019, and PH2.

The classification phase consists of recognizing and interpreting information about skin lesions based on the
extracted and selected characteristics. The classification process is usually performed by randomly dividing the
available image samples into training and testing sets. The training stage consists of developing a classification
model to be employed by one or more classifiers based on the samples of the training set. Each sample includes
features extracted from a provided image and its corresponding class value, named as input data to the classifier.
The testing step measures the model’s metrics learned by the training step over the test set. [31] shows that from
2011 to 2022, SVM and K-nearest Neighbors (KNN) were the top ML models used for SLC.

In this study, our focus is to validate the DiagSVM presented in the previous sections but also contribute with
a modern methodology to the SLA. Figure 3 illustrates a block diagram of this approach, which employs the
following steps: dataset, data augmentation, feature extraction, feature engineering and classification. Each of them
is described in the following subsections.

Stat., Optim. Inf. Comput. Vol. 12, Month 2024



1158 A NEW SVM SOLVER APPLIED TO SKIN LESION CLASSIFICATION

Stored SVM
models

Training Image

Feature Extraction

Xception

InceptionResnetV2

DenseNet201

Data Augmentation

Rotation Zoom

Width/Height shift

Horizontal/Vertical flip

Feature Engineering

Normalization KPCA

PCA ICA

Classification

DiagSVM

Libsvm

Test Image

Feature Extraction

Xception

InceptionResnetV2

DenseNet201

Feature Engineering

Normalization KPCA

PCA ICA

Classification

DiagSVM

Libsvm

Figure 3. Block diagram of the proposed methodology

4.1. Dermoscopic images dataset

The International Skin Imaging Collaboration (ISIC) datasets have become a leading repository for researchers in
machine learning for medical image analysis, especially in skin cancer detection and malignancy assessment [59].
The ISIC2017 dataset (Codella et al., 2017) contains 2000 training and 600 test images, a total of 2600 images.
Ground truth and patient metadata are provided for both training and test sets, indicating if the lesion is one of three
class groups: melanoma (ME), benign nevi (BN), and seborrheic keratosis (SK). The patient’s approximate age and
gender are also provided as additional metadata. Among the training images, 374 belong to class ME, 254 to class
SK and 1372 to class BN in JPG format. Among the test images, 117 belong to class ME, 90 to class SK, and 393
to class BN, also in JPG format. We defined two binary classification problems for testing our methodology using
the ISIC2017 dataset according to Table 2.

In Table 2, two binary classification problems are presented; each Problem comprises the classes filled in the
columns Class 1 and Class 2. For example, the problem ”ME, BN - SK” is composed of the merging of the classes
ME and BN to represent the positive class (see section 2), and the class SK was used to represent the negative class.
The same idea is applied to the problem ”ME, SK - BN”. The other columns correspond to the number of samples
in each class used in the training and test steps.
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Table 2. Description of classes used in binary classification problems for the ISIC2017 dataset before the
augmentation step.

Problem name Class 1 Class 2 number of class 1
training samples

number of class 2
training samples

number of class 1
test samples

number of class 2
test samples

ME, BN - SK ME, BN SK 1746 254 510 90
ME, SK - BN ME, SK BN 628 1372 207 393

PH2 is a dermoscopic skin lesion information database. PH2 dataset comprises many manual skin lesion
segmentation images for clinical diagnosis and research. Dermatologists, or skin disease specialists, identified
different skin lesion dermoscopic structures [30]. The dermoscopic images in this dataset were obtained under the
same conditions through the Tuebinger Mole Analyzer system using a magnification of 20x. They are 8-bit RGB
color images with a resolution of 768x560 pixels. The database contains 200 dermoscopy images, where 80 are
common nevi (CN), 80 are atypical nevi (AN), and 40 are melanomas (ME). Since the PH2 dataset has only 200
samples, we split each class into 70% training samples and 30% test samples. Similarly to the problems generated
by the ISIC2017 dataset, below in Table 3, we present the two binary classification problems using the PH2 dataset
after splitting the data.

Table 3. Description of classes used in binary classification problems for the PH2 dataset before the
augmentation step.

Problem name Class 1 Class 2 number of class 1
training samples

number of class 2
training samples

number of class 1
test samples

number of class 2
test samples

CN, AN - ME CN, AN ME 112 28 48 24
AN, ME - CN AN, ME CN 84 56 36 12

In Table 3, we follow the same methodology used to build the problems of Table 2; two binary classification
problems were formed from the PH2 dataset.

As we can see in Table 2 and 3, the number of samples in the training step for the ISIC2017 dataset is large but
very imbalanced for all problems. In contrast, for the PH2 dataset, all problems have few samples in each class. In
the next step, we will present the data augmentation process to obtain more samples in some problem classes to
solve both issues.

4.2. Data augmentation

Data augmentation is commonly used to overcome the limited number of images and reduce overfitting [58]. Our
methodology used horizontal/vertical flip, width/height shift, zoom and rotation augmentation to train the machine
learning models. Figure 4 depicts the sample images after horizontal/vertical flip augmentation [58].

Original

Horizontal Flip

Figure 4. Horizontal Flip augmentation
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As a result, models with data augmentation are more likely to learn more differentiating characteristic features
than models without data augmentation. In Table 4, we present the number of samples we obtained after data
augmentation for all the problems we performed. The augmentation was applied only for the training samples.

Table 4. Description of classes used in binary classification problems for the
ISIC2017 and PH2 dataset after the augmentation step.

Problem name Class 1 Class 2 number of class 1
training samples

number of class 2
training samples

ME, BN - SK ME, BN SK 2046 1774
ME, SK - BN ME, SK BN 1985 2023
CN, AN - ME CN, AN ME 1556 1148
AN, ME - CN AN, ME CN 1730 1170

4.3. Feature extraction

CNN is a specific type of feed-forward neural network with a stack of convolutional layers, each followed by
pooling layers to extract features from the input data and produce a set of high-level feature maps at each level of
convolution. The feature map information is summarized using pooling layers to reduce the parameters, followed
by a fully connected layer to produce the final classification [63]. We extracted features from three different
architectures of pre-trained networks: Xception, InceptionResNetV2 and DenseNet201.

• Xception: [60] proposes a deep convolutional neural network architecture inspired by Inception. Inception
modules consist of a series of convolutions in parallel with different kernel sizes to extract features. Instead
of Inception, Xception architecture has depth-wise separable convolutions and 36 convolutional layers to
extract essential features.

• InceptionResNetV2: [61] have shown that InceptionResNetV2 significantly accelerates the training of
Inception networks with the help of residual connections. InceptionResNetV2 has introduced significant
simplification to the inception blocks. It is a variation of the InceptionV3 model, which borrows some ideas
from ResNet models. Residual connections allow the training of much deeper neural networks, leading to
better performance.

• DenseNet201: [62] introduced the Dense Convolutional Network (DenseNet), which connects each layer to
every other layer in a feed-forward fashion. DenseNet201 is a complex model with 201 layers.

4.4. Feature engineering

Principal component analysis (PCA) is a well-known method for feature reduction. By calculating the eigenvectors
of the covariance matrix of the original inputs, PCA linearly transforms a high-dimensional input vector into a
low-dimensional one whose components are uncorrelated [36]. Nonlinear PCA has also been developed by using
different algorithms. Kernel principal component analysis (KPCA) is one type of nonlinear PCA developed by
generalizing the kernel method into PCA [37]. Specifically, KPCA first maps the original inputs into a high-
dimensional feature space using the kernel method and then calculates PCA in the high-dimensional feature
space. The linear PCA in the high-dimensional feature space corresponds to a nonlinear PCA in the original input
space. Another linear transformation method, Independent Component Analysis (ICA), has been used [38]. Instead
of transforming uncorrelated components, ICA attempts to achieve statistically independent components in the
transformed vectors. ICA was initially developed for blind source separation. Later, it has been generalized for
feature reduction.
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4.5. Classification

After extracting the features in all the images using CNN models, the proposed work uses SVM to generate a
model to learn how to classify skin lesions. This step is referred to as the training step. In the test step, we used the
unseen samples to validate the model and compare the predicted results with the actual outputs. The SLC task was
formulated as a binary classification problem, so now we can apply the DiagSVM algorithm proposed in section 3.
We also apply the Libsvm [8] in the proposed SLC problem to compare both results.

5. Numerical experiments for the benchmark datasets

To illustrate the numerical behaviour of the proposed SVM solver, we performed some numerical tests using a
laptop Intel Core i5 1.6 GHz, 8 GB of RAM, dual-core processor, with code implemented in MATLAB 2021b.

Comparisons were made with Libsvm algorithm [8]. We used grid search to find the optimum SVM parameters.
To compose the grid search, we selected four different values of C (1E+0, 1E+1, 1E+2, 1E+3) and σ (1E-1, 1E-2,
1E-3, 1E-4). Hence, for each classification problem, 16 (4 x 4) combinations were performed.

Table 5 shows the basic descriptions of the performance metrics used in this study. From Table 5, TP , TN , FP ,
and FN refer to true positive, true negative, false positive and false negative, respectively.

Table 5. Performance metrics

Performance measure Description Formula

Accuracy (Ac)
It is defined as the number of

correctly classified skin cancer images to
the total number of images tested.

Ac =
TP+TN

TP+TN+FP+FN

Specificity (Sp)
It is the ratio between the number of

TN decisions by the classifier to the actual
N cases tested.

Sp = TN
TN+FP

Sensitivity (Se)
It is the ratio between the number of

TP decisions by the classifier to the actual
P cases tested.

Se =
TP

TP+FN

As mentioned briefly, we will use the results obtained in benchmark datasets to select the best DiagSVM
combination and apply it to the skin cancer classification problem (Section 6).

5.1. Benchmark datasets description

One of the datasets we used in this section is the MNIST from [21]. This database for handwritten digit recognition
has been widely used to validate new techniques in machine learning, as in [14]. [22] presented a survey which
summarizes the top state-of-the-art contributions reported on the MNIST. All the other datasets were extracted from
the official Libsvm website (https://www.csie.ntu.edu.tw/˜cjlin/libsvm/). The Libsvm authors
already provide the data in a readable format, and they also offer a function to transform the data into matrices and
vectors with dimensions relative to the n samples and p attributes.

The datasets were linearly scaled to the intervals [-1, 1] or [0, 1]. The main advantage of scaling is preventing
some attributes’ numerical value ranges from being much larger than the range of values of other attributes. Another
advantage is to avoid numerical difficulties during calculation when using the Kernel function [17]. For these
experiments, only scaled data were used. In this case, the transformation of an attribute r of any dataset can be
described within the range [a, b] in the form
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rscaled = (a− b)
r −min(r)

max(r)−min(r)
+ a. (22)

Table 6 describes the selected data, illustrating the number of samples (n) that the dataset has and the number
of attributes that are considered (p). The Cross-Validation (CV) technique will be applied in the experiments
performed to obtain a disjoint test set. The technique separates a percentage of the original dataset - in this work,
70% was used - for a training set of the model, while the complement is destined for the test phase.

Table 6. Benchmark datasets

Name n p

MNIST 1568 784
heart 270 13
australian 690 14
fourclass 862 2
ionosphere 351 34
sonar 208 60
splice 1000 60

More details about the heart, australian, fourclass, ionosphere, sonar, and splice datasets can be found in [8].
The MNIST dataset is composed of 1568 images from number 0 to 9 (see Figures 5 and 6). To use it in our

experiments, a preprocessing of each image was necessary. Firstly, to have a binary classification problem, the
dataset was divided into two categories:

• Number zero (0)

Figure 5. Number 0

• Other numbers (1-9)

Figure 6. Numbers from 1 to 9

According to [21], the original black and white (bi-level) images from MNIST were size normalized to fit in a
20x20 pixel box while preserving their aspect ratio. The resulting images contain grey levels due to the anti-aliasing
technique used by the normalization algorithm. The images were centred in a 28x28 image by computing the centre
of mass of the pixels and translating the image to position this point at the centre of the 28x28 field. After reshaping
the 28x28 matrix, a vector of size 784 was obtained.

5.2. Results from benchmark datasets

As part of the experiments, for the first stage of the proposed framework to solve the Problem (2) subject to (3)
and (4), the spherical approximation [16] and quasi-Cauchy approximation [18] were used. For the second stage
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S. JONATAS, A. ATÉCIO, S. PAULO AND M. LUIZ 1163

of the framework, the Fixed Point method [29], the Secant, Bisection, and Regula falsi methods according to [9]
were used. Such combinations were developed to exemplify the framework’s ability to enable the combination of
diagonal approximation techniques in the first stage and any other algorithm in the literature capable of solving
the Problem (13) in the second stage. Still based on [16], for the first subproblem we set z0 = |∇f̃0| and α0 any
feasible point.

As CV was applied, ten seeds were randomly selected on the data to generate different training and test data
subsets. Thus, the results will be the average values of the ten problems generated.

In these experiments, we chose the Gaussian kernel function for the tests, whose formula is described in Table 1.
As mentioned briefly, the value of the parameter C and the parameter σ, used in the Gaussian Kernel function, were
chosen according to the grid search method and CV. The best combination of σ and C for each dataset is presented
next.

In the experiments, we named the algorithms so that it is easier to understand which combination was used to
compose the DiagSVM in the experiment. Table 7 lists what the acronyms that make up each algorithm mean.

Table 7. Algorithm acronym meaning

Acronym Meaning

Sp Spherical approximation
Qc Quasi-Cauchy approximation
fp Fixed Point method
sc Secant method
rf Regula falsi method
bs Bisection method
Libsvm Library for Support Vector Machines

In Table 8, 9, 10, 11 and 12, we present the results from quasi-Cauchy approximation with fixed point and secant
method, quasi-Cauchy approximation with regula falsi and bisection, spherical approximation with fixed point
and secant method, spherical approximation with regula falsi and bisection and Libsvm respectively. The results
indicate that the proposal obtained results similar to Libsvm for all benchmark datasets. In the tables, we added
columns C and σ, indicating that from the grid search, which parameter value the framework (DiagSVM) obtained
the best metrics.

Table 8. Results from quasi-Cauchy approximation with fixed point and secant method

Qc-fp Qc-sc

Name C σ Ac Sp Se C σ Ac Sp Se

mnist 1E+2 1E-2 98.74 97.73 100.00 1E+1 1E-2 98.77 99.48 98.78
heart 1E+1 1E-2 84.32 82.35 89.36 1E+0 1E-2 84.57 91.43 76.09
australian 1E+1 1E-1 85.17 79.59 91.74 1E+0 1E-2 85.65 76.85 92.93
german 1E+1 1E-2 73.73 55.65 85.41 1E+0 1E-2 74.83 56.52 78.35
fourclass 1E+2 1E+1 99.73 98.84 100.00 1E+2 1E+1 99.77 98.84 100.00
ionosphere 1E+1 1E-1 95.43 93.55 95.35 1E+1 1E-1 95.43 93.55 95.35
sonar 1E+1 1E-1 90.16 96.30 82.86 1E+1 1E-1 90.16 96.30 82.86
splice 1E+3 1E-2 80.93 92.45 80.00 1E+3 1E-2 80.85 92.45 80.00

Table 8 presents the comparison between quasi-Cauchy approximation with fixed point (Qc-fp) and quasi-
Cauchy approximation with secant method (Qc-sc). The results for the accuracy metric are very similar for both
methods in all datasets. For the mnist, heart and german datasets, the Qc-fp presented a better sensitivity.
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Table 9. Results from quasi-Cauchy approximation with regula falsi and bisection method

Qc-rf Qc-bs

Name C σ Ac Sp Se C σ Ac Sp Se

mnist 1E+1 1E-2 98.77 99.48 98.78 1E+1 1E-2 98.77 99.48 98.78
heart 1E+0 1E-2 84.57 91.43 76.09 1E+0 1E-2 84.57 91.43 76.09
australian 1E+0 1E-2 85.65 76.85 92.93 1E+0 1E-2 85.65 76.85 92.93
german 1E+0 1E-2 74.83 56.52 78.35 1E+0 1E-2 75.00 56.52 78.35
fourclass 1E+2 1E+1 99.77 98.84 100.00 1E+2 1E+1 99.77 98.95 100.00
ionosphere 1E+1 1E-1 95.24 93.55 95.35 1E+1 1E-1 95.43 93.55 95.35
sonar 1E+1 1E-1 90.16 96.30 82.86 1E+1 1E-1 89.68 96.30 82.86
splice 1E+3 1E-2 80.85 92.45 80.00 1E+3 1E-2 80.68 92.16 77.61

Table 10. Results from spherical approximation with fixed point and secant method

Sp-pf Sp-sc

Name C σ Ac Sp Se C σ Ac Sp Se

mnist 1E+3 1E-2 98.94 98.98 98.70 1E+3 1E-2 98.94 98.98 98.70
heart 1E+1 1E-2 84.81 90.48 84.62 1E+1 1E-2 84.81 90.48 84.62
australian 1E+0 1E-1 85.89 79.61 92.31 1E+1 1E-1 86.38 88.37 90.08
german 1E+0 1E-2 76.20 66.67 78.05 1E+0 1E-2 76.10 67.92 78.14
fourclass 1E+0 1E+1 99.88 100.00 100.00 1E+0 1E+1 99.88 100.00 100.00
ionosphere 1E+1 1E-1 94.10 95.77 97.06 1E+1 1E-1 94.00 95.77 97.06
sonar 1E+2 1E-1 90.00 96.67 84.38 1E+3 1E-1 88.55 86.67 87.50
splice 1E+1 1E-2 79.92 84.62 77.27 1E+1 1E-2 80.00 84.62 77.27

Table 11. Results from spherical approximation with regula falsi and bisection method

Sp-rf Sp-bs

Name C σ Ac Sp Se C σ Ac Sp Se

mnist 1E+3 1E-2 98.94 98.98 98.70 1E+3 1E-2 98.94 98.98 98.70
heart 1E+1 1E-2 84.81 90.48 84.62 1E+1 1E-2 84.81 90.48 84.62
australian 1E+1 1E-1 86.33 89.53 90.91 1E+1 1E-1 86.52 89.53 90.91
german 1E+0 1E-2 76.13 67.92 78.14 1E+0 1E-2 76.13 67.92 78.14
fourclass 1E+0 1E+1 99.92 100.00 100.00 1E+0 1E+1 99.92 100.00 100.00
ionosphere 1E+1 1E-1 94.10 95.77 97.06 1E+1 1E-1 94.19 95.77 97.06
sonar 1E+2 1E-1 90.00 96.67 84.38 1E+2 1E-1 89.84 96.67 84.38
splice 1E+1 1E-2 80.00 84.62 77.27 1E+1 1E-2 80.00 84.62 77.27

Table 9 shows that quasi-Cauchy approximation with regula falsi (Qc-rf) and quasi-Cauchy approximation with
bisection (Qc-bs) presented a very similar performance for all metrics in all datasets, except for the sensitivity in
splice dataset, where Qc-rf obtained a better result than Qc-bs. As expected, the parameter C and σ from Qc-pf,
Qc-sc, Qc-rf and Qc-bs presented in Tables 8 and 9 were identical, since the diagonal approximation is the same
for all algorithms.

Similarly to quasi-Cauchy approximation, when we compare the spherical approximation combined with the
root-finding algorithms in Table 10 and 11, the accuracy performance was very similar in all combinations, except
for the sonar dataset, where the spherical approximation with fixed point (Sp-fp), regula falsi (Sp-rf) and bisection
(Sp-bs) presented a better accuracy and specificity than the spherical approximation with secant method (Sp-sc).
The parameters C and σ were identical in all spherical approximation combinations.
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S. JONATAS, A. ATÉCIO, S. PAULO AND M. LUIZ 1165

Table 12. Results from Libsvm

Name C σ Ac Sp Se

mnist 1E+3 1E+1 99.34 99.23 96.25
heart 1E+0 1E-2 83.58 90.91 72.92
australian 1E+1 1E+1 86.62 83.93 88.42
german 1E+0 1E+1 76.63 72.50 75.77
fourclass 1E+3 1E-2 99.73 100.00 100.00
ionosphere 1E+1 1E-2 95.33 92.96 97.06
sonar 1E+3 1E+1 86.29 88.00 83.78
splice 1E+1 1E-1 81.86 80.95 83.64

Compared to Libsvm, the most significant difference in the results appears in the sonar dataset, where Qc-fp,
Qc-sc, Qc-rf, Sp-pf and Sp-rf obtained about 90% accuracy against 86.29% from Libsvm. The Libsvm was superior
to the proposed SVM solver in the splice and mnist dataset with a small margin.

Finally, in Figure 7, we present a stacked bar with the accuracy summation of all algorithms for all datasets. The
figure proves that the proposed SVM solver performed similarly to Libsvm regarding accuracy metric. Based on
Figure 7, since there is no significant difference between the algorithms, we choose the Qc-fp algorithm to compose
the DiagSVM in the numerical experiments for the SLC problem presented in the next section.

Sp-bs Sp-rf Qc-sc Qc-rf Sp-pf Qc-bs Libsvm Sp-sc Qc-pf
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Figure 7. Stacked bar with the accuracy summation of all algorithms for all benchmark datasets.

6. Numerical experiments for the SLC problem

The studies and implementation presented in this section have been implemented with Python 3.8 installed on a
computer Intel Core i5-9400 CPU 2.90GHz, 24 GB of RAM; Radeon RX Vega (VEGA10, DRM 3.42.0, 5.15.0-
94-generic, LLVM 12.0.0), with 8 GB memory.

The proposed approach will be evaluated and validated using the databases described in Section 4: PH2 and
ISIC2017 dataset. Each dataset consists of three classes of lesion images. For both datasets, we manipulated
the classes to generate two binary classification problems as shown in Table 2, 3 and 4. The performance of
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classification models is validated by four metrics such as accuracy, specificity and sensibility. All metrics were
described in Table 5.

6.1. ISIC2017 Dataset

As previously mentioned, this publicly available dataset contains a total of 2000 training JPG images, including
374 to class ME, 254 to class SK and 1372 to class BN, and 600 test images, 117 belonging to class ME, 90 to class
SK, and 393 to class BN. To balance the dataset, we updated the number of training samples using augmentation.
Table 4 shows the number of samples for each class after augmentation.

In Table 13, 14 and 15, we presented the results for each combination of CNN model extractor and feature
reduction using DiagSVM as well as Libsvm.

Table 13. ISIC2017 classification results using Xception as a feature extractor.

”ME, BN - SK” problem ”ME, SK - BN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+0 1E-4 - 85.33 91.05 51.16 1E+0 1E-4 - 75.0 63.9 80.76
DiagSVM-PCA 1E+1 1E-4 50 86.83 88.83 62.22 1E+1 1E-4 250 75.17 62.29 83.52
DiagSVM-KPCA 1E+1 1E-1 500 86.83 90.74 57.75 1E+1 1E-1 250 75.0 65.08 79.56
DiagSVM-ICA 1E+0 1E-3 100 85.5 89.83 52.17 1E+0 1E-3 250 73.17 60.18 81.02
Libsvm 1E+1 1E-4 - 86.0 92.43 53.06 1E+1 1E-4 - 76.5 64.47 83.87
Libsvm-pca 1E+0 1E-4 50 86.17 87.79 60.0 1E+0 1E-4 1000 75.5 65.46 80.3
Libsvm-kpca 1E+1 1E-1 500 86.83 90.74 57.75 1E+1 1E-1 250 74.67 64.71 79.18
Libsvm-ica 1E+0 1E-4 100 86.17 90.51 54.79 1E+0 1E-4 250 75.0 73.17 75.47

Table 13 shows that the algorithms DiagSVM-PCA, DiagSVM-KPCA, and Libsvm-KPCA presented the same
and the better accuracy metric for the ”ME, BN - SK” problem using Xception as a feature extractor. We highlighted
the best results for each CNN model in each problem. In the ”ME, SK - BN” problem, the DiagSVM-PCA
obtained the best sensitivity. However, Libsvm-PCA presented better accuracy and specificity. In columns C and
σ, we presented the SVM parameters, and in column Nc, the number of components used in the feature reduction
algorithm. The C, σ and Nc parameter values were obtained from the grid search method. In Table 13, 14 and 15,
the DiagSVM and Libsvm algorithms do not use feature reduction, thus, the Nc column is not filled.

Table 14. ISIC2017 classification results using InceptionResNetV2 as feature extractor.

”ME, BN - SK” problem ”ME, SK - BN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+1 1E-4 - 86.17 92.79 53.47 1E+1 1E-4 - 76.33 63.6 84.76
DiagSVM-pca 1E+1 1E-4 50 86.5 87.43 66.67 1E+1 1E-4 1000 76.17 63.11 85.11
DiagSVM-kpca 1E+2 1E-1 1000 88.17 90.57 66.1 1E+2 1E-1 500 76.0 68.86 78.75
DiagSVM-ica 1E+3 1E-3 100 85.17 92.18 50.5 1E+3 1E-3 250 75.0 62.34 82.93
Libsvm 1E+1 1E-4 - 86.0 92.43 53.06 1E+1 1E-4 - 76.5 64.47 83.87
Libsvm-pca 1E+1 1E-4 50 86.5 87.43 66.67 1E+1 1E-4 500 76.67 64.63 84.1
Libsvm-kpca 1E+2 1E-1 1000 88.0 90.41 65.52 1E+2 1E-1 250 76.0 66.49 80.44
Libsvm-ica 1E+1 1E-3 100 85.0 85.0 00.00 1E+1 1E-3 250 77.33 65.24 85.01

In Table 14, the algorithm DiagSVM with KPCA and ICA feature reduction presented better accuracy and
specificity, respectively, for the ”ME, BN - SK” problem using InceptionResNetV2. For the ”ME, SK - BN”
problem, the Libsvm-ICA algorithm performed better accuracy than all other algorithms. The results obtained
from InceptionResNetV2 models were better than those obtained with Xception.
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Table 15. ISIC2017 classification results using DenseNet201 as feature extractor.

”ME, BN - SK” problem ”ME, SK - BN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+1 1E-3 - 88.67 92.34 64.1 1E+1 1E-3 - 75.33 62.24 84.12
DiagSVM-pca 1E+1 1E-3 1000 88.5 92.16 63.64 1E+1 1E-3 1000 75.33 61.94 84.7
DiagSVM-kpca 1E+2 1E-1 100 89.67 90.58 79.17 1E+2 1E-1 250 78.0 67.77 83.55
DiagSVM-ica 1E+1 1E-1 50 88.83 90.05 74.47 1E+1 1E-1 50 75.83 63.96 82.8
Libsvm 1E+1 1E-3 - 88.67 92.34 64.1 1E+1 1E-3 - 75.33 62.24 84.12
Libsvm-pca 1E+1 1E-3 500 88.5 92.65 62.65 1E+1 1E-3 1000 75.5 62.2 84.75
Libsvm-kpca 1E+2 1E-1 500 89.83 90.16 85.37 1E+2 1E-1 250 77.67 71.35 80.19
Libsvm-ica 1E+1 1E-1 50 89.0 89.93 77.27 1E+1 1E-1 50 75.83 63.96 82.8

Among all models, DenseNet201 presented the better results for the ISIC2017 dataset, as shown in Table 15.
For the ”ME, BN - SK” problem, Libsvm-KPCA obtained a small advantage in terms of accuracy. However, the
Libsvm-KPCA presented better accuracy for the ”ME, BN - SK” problem.

Based on the results presented in Table 13, 14 and 15, Figure 8 shows the metric results of the algorithms for each
model. We chose the accuracy metric to represent the algorithm that better performed the model. In the ISCI2017
dataset, for the ”ME, BN - SK” problem, the DenseNet201 model with Libsvm-KPCA algorithm obtained the best
results. For the ”ME, SK - BN” problem, the DenseNet201 model with DiagSVM-KPCA performed better than all
other algorithms. In general, DiagSVM and Libsvm performed very similarly, indicating that DiagSVM is a good
alternative as an SVM solver for such problems.
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Figure 8. Representation of the accuracy, sensitivity and specificity to the best algorithms in each model applied ISIC2017
dataset

6.2. PH2 Dataset

The PH2 dataset contains a total of 200 images, where 80 are CN, 80 are AN, and 40 are ME. In Table 3, we
described the class composition after splitting the data into training and test datasets. In Table 4, we present the
training samples after augmentation, which we use to perform the experiments in this section.

From the PH2 dataset, we built two binary classification problems, ”CN, AN - ML” and ”AN, ML - CN”. In
Table 16, 17 and 18, we present the experiment results of all algorithms combining each one with a CNN model.
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Table 16. PH2 classification results using Xception as a feature extractor.

”CN, AN - ML” problem ”AN, ML - CN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+1 1E-4 - 88.33 90.2 77.78 1E+1 1E-4 - 73.33 77.78 66.67
DiagSVM-pca 1E+2 1E-4 500 90.0 92.0 80.0 1E+2 1E-4 50 80.0 81.58 77.27
DiagSVM-kpca 1E+3 1E-2 1000 88.33 87.27 100.0 1E+3 1E-2 100 80.0 83.33 75.0
DiagSVM-ica 1E+1 1E-4 50 91.67 93.88 81.82 1E+1 1E-4 50 76.67 86.67 66.67
Libsvm 1E+2 1E-4 2048 90.0 90.38 87.5 1E+2 1E-4 2048 73.33 79.41 65.38
Libsvm-pca 1E+0 1E-4 100 90.0 92.0 94.44 1E+0 1E-4 50 80.0 81.58 77.27
Libsvm-kpca 1E+3 1E-2 1000 88.33 87.27 100.0 1E+3 1E-2 100 78.33 79.49 76.19
Libsvm-ica 1E+2 1E-3 50 91.67 93.88 94.44 1E+2 1E-3 100 81.67 85.71 76.0

In Table 16, using the Xception model, for the ”CN, AN - ML” problem, DiagSVM-ICA and Libsvm-ICA
obtained the same accuracy and specificity, and DiagSVM-KPCA and Libsvm-KPCA the same sensitivity. Now,
for the ”AN, ML - CN” problem, the Libsvm-ICA presented the best accuracy, while the DiagSVM-ICA presented
the best specificity.

Table 17. PH2 classification results using InceptionResNetV2 as feature extractor.

”CN, AN - ML” problem ”AN, ML - CN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+2 1E-4 1536 93.33 95.83 83.33 1E+2 1E-4 1536 83.33 84.21 81.82
DiagSVM-pca 1E+0 1E-4 50 96.67 100.0 85.71 1E+0 1E-4 50 83.33 82.5 85.0
DiagSVM-kpca 1E+2 1E-2 500 91.67 92.16 88.89 1E+2 1E-2 1000 83.33 82.5 85.0
DiagSVM-ica 1E+3 1E-4 50 95.0 95.92 90.91 1E+3 1E-4 100 83.33 82.5 85.0
Libsvm 1E+2 1E-4 - 93.33 95.83 83.33 1E+2 1E-4 - 81.67 80.49 84.21
Libsvm-pca 1E+1 1E-4 50 91.67 95.74 91.89 1E+1 1E-4 250 85.0 84.62 85.71
Libsvm-kpca 1E+2 1E-2 250 90.0 90.38 97.14 1E+2 1E-2 1000 83.33 82.5 85.0
Libsvm-ica 1E+1 1E-3 50 95.0 95.92 97.14 1E+1 1E-3 100 83.33 82.5 85.0

From Table 17, using the InceptionResNetV2 model, DiagSVM-PCA obtained the best accuracy and specificity
results. For the ”AN, ML - CN” problem, the Libsvm-PCA presented the best accuracy, specificity and sensitivity.
The results obtained after using InceptionResNetV2 as a feature extractor were better than those using Xception.

Table 18. PH2 classification results using DenseNet201 as feature extractor.

”CN, AN - ML” problem ”AN, ML - CN” problem

Algorithm C σ Nc Ac Sp Se C σ Nc Ac Sp Se

DiagSVM 1E+3 1E-4 - 93.33 92.31 100.0 1E+3 1E-4 - 66.67 73.53 57.69
DiagSVM-pca 1E+3 1E-4 1000 95.0 94.12 100.0 1E+3 1E-4 250 68.33 79.31 58.06
DiagSVM-kpca 1E+2 1E-1 100 93.33 92.31 100.0 1E+2 1E-1 50 75.0 80.0 68.0
DiagSVM-ica 1E+1 1E-4 50 95.0 94.12 100.0 1E+1 1E-4 100 71.67 82.76 61.29
Libsvm 1E+0 1E-4 1920 95.0 94.12 100.0 1E+0 1E-4 1920 66.67 73.53 57.69
Libsvm-pca 1E+0 1E-4 50 95.0 94.12 100.0 1E+0 1E-4 50 70.0 78.12 60.71
Libsvm-kpca 1E+2 1E-1 100 93.33 92.31 100.0 1E+2 1E-1 50 75.0 80.0 68.0
Libsvm-ica 1E+1 1E-2 50 95.0 94.12 100.0 1E+1 1E-2 50 73.33 83.33 63.33
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Table 18 shows that Libsvm and DiagSVM using PCA and ICA performed identically to the ”CN, AN - ML”
problem using the DenseNet201 model. For the ”AN, ML - CN” problem, DiagSVM-KPCA and Libsvm-KPCA
presented the same accuracy result.

Among all algorithms applied to the ”CN, AN - ML” problem, the DiagSVM-PCA was the one that performed
better. And for the ”AN, ML - CN” problem”, Libsvm-PCA obtained the better results. Both of them using the
InceptionResNetV2 model as a feature extractor.

Similarly to the chart presented in Section 6.1, we present in Figure 9 the metric results of the best algorithms for
each problem and model. The Libsvm and DiagSVM results for the ”CN, AN - ML” problem were similar for the
Xception and DenseNet201 models, but for the InceptionResNetV2 model, the DiagSVM obtained the best result
from all other algorithms and models.
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Figure 9. Representation of the accuracy, sensitivity and specificity to the best algorithms in each model applied to PH2
dataset

7. Conclusions

This work presented a new framework, named DiagSVM, for training nonlinear Support Vector Machines (SVM).
The framework consists of a combination of two approaches. In the first stage, a separable quadratic approximation
technique of the problem’s objective function is used, resulting in a new subproblem characterized as a separable
quadratic knapsack problem (SQKP). According to our literature search, such an approach has not yet been used to
solve a nonlinear optimization problem in the format that SVM training has. Numerical results indicate satisfactory
results compared to the Libsvm solver for the tested datasets.

We tested our approach using benchmark datasets and the Skin Lesion Classification (SLC) problem. In Section
5, all DiagSVM combinations demonstrate robustness in solving different types and size problems. In Section 6,
the DiagSVM solved all proposed SLC problems. Comparing the DiagSVM and Libsvm, Figure 8 and 9 reveals
that DiagSVM obtained competitive performance for all of the formulated SLC problems.

Due to the imbalance class distributions of skin lesions, we used various augmentation approaches such as
horizontal/vertical flip, width/height shift, zoom and rotation. Augmenting data enabled us to increase the size of
the training set and reduce the overfitting problem. To improve the accuracy of the SLC problems, we used PCA,
KPCA and ICA for feature reduction. We employed standard evaluation metrics such as accuracy, specificity, and
sensitivity to evaluate the results.

Our experiments show that DenseNet201 outperforms the Xception and InceptionResNetV2 architectures for the
ISIC2017 dataset, with classification accuracy, specificity, and sensitivity equal to 89.83%, 90.16% and 85.37%,
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respectively. For the PH2 dataset, the InceptionResNetV2 outperformed DenseNet201 and Xception, with accuracy,
specificity, and sensitivity equal to 96.67% 100.00% and 85.71%, respectively. Regarding accuracy, specificity and
sensitivity, the proposal presented satisfactory results compared with the well-established method in the literature:
Libsvm.

For future research, we aim to expand the study of separable quadratic approximation methods to apply in the
first stage of the framework, develop new root-finding methods, and improve the existing ones. For example, the
simplicity of the Fixed-point [29] method can be explored and combined with other approaches in the literature
to improve the performance of the DiagSVM. In the context of the SLC problem, feature reduction can play more
roles, and other features, like the shape and color of the lesion, can be used before the feature reduction.
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