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Abstract Predicting water quality accurately is critically important in real-life water resource management. This work
proposes an approach based on supervised machine learning to predict water quality. Motivated, by the success of the
non-smooth loss function for supervised learning problems [22], we reformulate the learning problem as a regularized
optimization problem whose fidelity term is the hinge loss function and the hypothesis space is a polynomial approximation.
To deal with the non-differentiability of the loss function, a special smoothing function is proposed. Then, the obtained
optimization problem is solved by an improved conjugate gradient algorithm. Finally, some experiments results are
presented.
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1. Introduction

Water is the life source for human beings and all other living things. Thanks to this essential element, these
living beings can survive, grow and develop. Indeed, water is unarguably an essential commodity after air with
an unparalleled value and there is virtually nowhere water is not important. However, due to overpopulation,
urbanization, and lack of proper water resource management, the available freshwater does not meet the demand
resulting in water scarcity. These explain the clean water crisis that engulfs various countries in the world with only
1% of clean water that can be consumed by humans. With a very small amount of good clean water, it is difficult
for residents to access clean water. As many as 663 million people who are sourced from WHO data show that it is
difficult for them to access clean water [1]. Based on UNESCO data, by 2025 it is predicted that two-thirds of the
world’s population will live in areas that lack clean water [2]. The World Water Assessment Program (WWAP) has
predicted the condition of clean water for the next few years, WWAP is under UNESCO. Under certain conditions,
as an illustration of the need for water in daily life, not less than 85% of clean water turns into waste water. Everyone
can use up to 100 liters of water per day to meet their daily needs [3]. Water and sanitation are closely related to
clean water management because proper sanitation facilities can meet the needs of a clean and healthy life which
is an important element in improving the health status of the world’s population. In its application, drinking water
is recommended to be drunk directly, it can be seen its content based on microbiological, physical chemistry and
radio active substances [4, 5, 6]. Water in the human body ranges from 50-70% of all human body weight. The
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ISSN 2310-5070 (online) ISSN 2311-004X (print)
Copyright c© 2023 International Academic Press



M. NACHAOUI, S. LYAQINI, AND M. CHAOUCH 71

human body contains water which consists of 80% water content in the blood, on the contrary, if a deficiency of
15% of body weight can result in death [7, 8, 9].

The description of water quality is usually described in the form of parameters and variables. Several various
parameters are used as the basis for determining the model as in paper [10, 11, 12]. Based on these parameters, in
several studies, it is used to determine the prediction of the next parameter value, which is stated in the paper [13].

The main contribution of this paper is the elaboration of a supervised learning approach for solving the prediction
of water quality problems. In this case, the importance of the water quality features is studied. This is done through
the determination of which covariates are important factors in water potability. Furthermore, based on our predictive
model, the feature that’s the foremost important in water quality is find out.

For the technique of resolution, the model is reformulated into a regularized optimization problem with the
term of the fidelity is the nonsmooth loss function called Hinge function and the hypothesis space is constructed
by a polynomial approximation. Indeed, polynomial approximation of functions is particularly important in the
area of statistical learning theory because of the famous represented theorem which states that any function in
a Hilbert space that minimizes an empirical risk function can be written as a polynomial approximation of the
function evaluated at the training set. The use of nonsmooth loss function for supervised learning problem gives
more consistent results [20, 21, 22, 23, 24, 25]. To address the difficulty of nondifferentiability, we introduce the
smoothing technique [21, 22], which transforms the optimization problem into a smooth one. Furthermore, the
fidelity term of the resulting optimization problem is twice differentiable and convex, which is solved directly
using Tikhonov regularization and Conjugate Gradient algorithm [26]. Finally, the proposed approach is supported
by several numerical validations and the efficiency is examined by comparison with the Support Vector Machine
(SVM)[16], the Naive Bayes (NB) [19] and the K-Nearest Neighbours (KNN)[18] algorithms in terms of the
accuracy and precision. Obtained experimental result on the water potability data sets indicates that the proposed
approach is an accurate and helpful tool in machine learning.

The organization of this paper is as follows. In section 2, we present the setting problem and its reformulation
as a minimization one, using Hinge loss function. Section 3 is concerned to a polynomial approximation of the
model. Furthermore, a numerical algorithm based on Conjugate Gradient algorithm is presented. In section 4, we
evaluate the efficiency of the proposed approach using water potability data sets and compare it with Support Vector
Machine (SVM), Naive Bayes (NB), and K-Nearest Neighbours (KNN) algorithms.

2. Statement and formulating the supervised learning problem

The problem of supervised learning aims is to find the solution of the following minimization problem:

min
hT ∈H

J (h) := 1

n

n∑
i=1

`(yi, h(xi)) + λ‖h‖2 (1)

where hT is a function belonging to H, the hypothesis space that is being searched(which we discuss in the next
subsection), T a training set of size n, T = {(xi, yi)}ni=1, and ` is a non-negative loss function measuring the degree
of agreement between h(x) and y. λ is the regularization parameter (in practice, it is defined using validation data),
chosen to make sure of the discrepancy.

Our aim in this paper is to perform a binary classification i.e. to classify observations that take feature values
into one of two classes, −1 or +1. A discriminant model h yields a classifier sgn(h(x)) that represents our guess
of a target value for a future observation.

Throughout this paper we use the hinge loss given by:

`(ω, ν) = max(1− ων, 0). (2)
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3. The Proposed Approach

3.1. Polynomial approximation

Polynomials are very simple mathematical functions that have the ability to represent very generally non-linear
relations. The approximation of more complicated functions by polynomials is a basic element for many digital
techniques.

The goal is to approach a function that is difficult to evaluate, such as a density or a distribution function, for the
purpose of a quick evaluation of a computer. Here, there is no interest in the polynomial curve itself. Rather, the
interest is to know how much the polynomial can follow the special function, and in particular the weakness of the
maximum error. Very high order polynomials can be used here if they provide accurate approximations.

Since we’re interested in defining a hypothesis space that is being searched, we’ve decided on approximating the
hypotheses as polynomials. For this reason, we’ll briefly introduce Taylor Polynomials.

Definition 1. Taylor Polynomial: For a given function f(x) and a ∈ R, the Taylor polynomial of degree n about
x = a is defined as

Tn(x) =

n∑
k=0

f (k)(a)

k!
(x− a)k

= f(a) + f ′(a)(x− a) + f ′′(a)

2!
(x− a)2 + . . .+

f (n)(a)

n!
(x− a)n.

(3)

Here we are assuming that f is differentiable n times at a.

In our case we’ll be studying a multivariable problem, introducing Taylor’s theorem for higher dimensions is
necessary:

Definition 2. Taylor Polynomial– Multivariable Suppose that S ⊆ Rn is an open set and that f : S ← R is a
function of class Ck on S. For a point a ∈ S, the kth order Taylor polynomial of f at a is the unique polynomial of
order at most k, denoted Ta,k(x− a), such that

f(a) = Ta,k(0),

∂αf(a) = ∂αTa,k(0) for all partial derivatives of order up to k.
(4)

For completeness, we state the formula for the kth order Taylor polynomial, for arbitrary k ∈ N. First, we
introduce the notation:

∂αf = (
∂

∂x1
)α1(

∂

∂x2
)α2 . . . (

∂

∂xn
)αn (5)

where α is a multi-index; that is α has the form (α1, . . . , αn), where each αj is a non-negative integer. For such a
multi-index, we will also use the notation

α! = α1!α2 . . .!αn!, (x− a)α = hα = hα1
1 hα2

2 . . . hαn
n .

With this notation, the Taylor polynomial of order k has the formula:

Ta,k(h) =
∑

α:|α|≤k

hα∂αf(a)

α!
(6)

|α|= α1 + . . .+ αn is the order of the multi-index α. Thus the formula involves all derivatives of order up to k,
including the value at the point, when α = (0, . . . , 0).

The problem with the Taylor theorem is that the approximation error is not uniformly distributed. The
approximation is accurate for x near a but becomes mediocre for larger values of x. But that won’t be of concern
since we’ll be normalizing the features’ variables all along the process, which will guarantee for us an optimal
polynomial approximation.

In conclusion, the hypothesis space H that we’ll be searching is the space of polynomials P[X] which contains
the polynomial approximations of functions using Taylor’s Polynomials.
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3.2. The reformulated supervised learning problem

We assume that the model function we want to infer belongs to a polynomial space P[X] of degree ofN . Therefore,
problem (1) becomes:

min
θ∈RN

J (h) := 1

n

n∑
i=1

max

(
1− yi

( N∑
k=0

θkx
k
i

)
, 0

)
+ λ‖θ‖2. (7)

In general, the problem (7) is ill-posed in Hadamard sense [28]. Consequently, the minimization stated in (1) is
basically the same as resorting to the most common regularization method, the Tikhonov method [29].

The regularization of ill-posed problems, due initially to Tikhonov [27], seeks to redefine the notions of inversion
and solution (quasi-solution, approximate solution,. . . ) to make it, depends continuously on the data and is close
to the exact solution (supposing that this exists for data close to the values actually obtained by the measurement).
Concretely, the initial problem that is ill-posed is replaced by another, ” close ” to the first, and well-posed.

Solving an inverse problem using the regularization method of Tikhonov then comes down to a minimization
problem, which requires the introduction of optimization techniques, specifically the descent gradient method.
However, the optimization problem (7) is nonsmooth which does not allow the use of algorithms based on the
gradient. To circumvent this problem the hinge loss function can be accurately approximated by a smooth function
which is twice differentiable and convex [32]. For all s ∈ R, the max function is approximated by a smooth
function,

max(s, 0) ' `γ(s) :=
(
s+

log(1 + exp(−γs))
γ

)
, γ > 0. (8)

According to Lemma 1 in [32], we have that as γ tends to +∞, the smoothed hinge loss `γ approaches the hinge
loss `.

Figure 1. Smoothed hings loss

Then, `γ is used here to replace the the hinge loss ` in the problem (7). The approximate optimization problem
of (7) is given by

min
θ∈RN

Jγ(h) (9)
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where

Jγ(h) :=
1

n

n∑
i=1

1− yi
N∑
k=0

θkx
k
i +

log

(
1 + exp(−γ(1− yi

N∑
k=0

θkx
k
i ))

)
γ

+ λ‖θ‖2.

Having approximate the nonsmooth problem (7) by smoothing (9), we will use the method of conjugate gradients
at optimal pitch (base of the method of Fletcher-Reeves [30] to calculate the deformation parameter βk+1) as a
minimization tool. Before this, we need to compute the gradient of Jγ related to θ,

∇Jγ(h) = (∂θ0Jγ , . . . , ∂θNJγ)
T
,

where ∂θkJγ is given by

∂θkJγ(h) =
1

n

n∑
i=1

yix
k
i +

yix
k
i exp(γ(1− yi

∑N
k=1 θkx

k
i ))

1 + exp(γ(1− yi
∑N

k=1 θkx
k
i ))

.

3.3. Nonlinear conjugate gradient method

Many nonlinear optimization methods can be used to solve the problem (9). The gradient-type methods are very
attractive to solve this kind of optimization problem. The conjugate gradient method is one of the very effective
gradient-type methods due to its simplicity and low storage [23, 26]. We briefly present the algorithm:

Algorithm 1: GC Method
1. For m = 0, θ0 = given, compute g1 = ∇Jγ(hθ0) and d0 = −g0
2. while ‖∇Jγ(hθm)‖ ≥ ε do

(i) m = m+ 1
(2i) αm = argminα≥0 Jγ(θ

m + αdm);
(3i) θm+1 = θm + αmdm
(4i) gm+1 = ∇Jγ(hθm)
(5i) βm =‖ gm+1 ‖2 / ‖ gm ‖2
(6i) dm+1 = −gm+1 + βmdm

3. end.

In the following section we will move on to treat the experimental results obtained after the simulation of water
potability data using the proposed approach.

4. Experimental results

To evaluate this approach it is often desirable to have some standardized benchmark data sets. In our case we choose
to evaluate the proposed method through real-life data from from Kaggle called water potability [33]. To evaluate
the efficiency of the proposed algorithm, we compared its accuracy with the K-Nearest Neighbors (KNN)[37, 38],
Na?ve Bayes (NB) [34, 35] and Support Vector Machine (SVM)[31, 32] algorithms . The goal is to show that the
proposed approach is faithfully to predict the considered class and we investigate on the importance of the features
to find out which features contribute to most towards achieving the result.

The water potability data set used to train the models contained water quality metrics for 3276 different water
bodies, and 10 parameter columns. The results of the research on the potability parameters are presented in the
fig 2. Based on the results of observations regarding the percentage of drinking water quality based on the Water
Potability database, from 3276 data that there is 59.67% water not consumed and 40.33% water can be consumed.
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Attributes description Type of data
pH pH of water Numerical
Hardness Capacity of water to precipitate soap in mg/L Numerical
Solids Total dissolved solids in ppm Numerical
Chloramines Amount of Chloramines in ppm
Sulfate Amount of Sulfates dissolved in mg/L Numerical
Conductivity Electrical conductivity of water in µS/cm
Organic carbon Amount of organic carbon in ppm Numerical
Trihalomethane Amount of Trihalomethanes in µg/L
Turbidity Measure of light emiting property of water in Numerical

NTU (Nephelometric Turbidity Units)
Potability Indicates if water is safe for human consumption Numerical

where 1 means Potable and 0 means Not potable
Table 1. Water potability data set description.

Where ppm: parts per million, µg/L: microgram per litre and mg/L: milligram per litre.

Figure 2. Data set class

The first 9 columns have been normalized to have mean 0 and Euclidean norm 1. For the implementation, we
construct our training set by taking 2621 random observations form all data sets. Then by using the proposed
approach, we generate predicting model.

Let’s first find the correlation of each of these feature pairs and visualize the correlations using a heatmap.
From Figure 4, there are three parameters that have a low relationship between parameters including Sulfate-Solids
of 0.16 points and Sulfate-Hardness of 0.11 points. In addition, there are several parameters that do not have a
close correlation between parameters. From the color indicator, we can read that the brighter the color, the greater
the correlation between the two parameters, and vice versa if the color indicator is getting darker, the correlation
between the two parameters is getting smaller. As seen from the figures 4-3 below, their is no linear relationship
between the features as the plots are kind of circle. We can say that their is no multicollinearity.
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Figure 3. water potability dataset features.
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Figure 4. Correlation between the features in the water potability dataset.

In the sequel, for the proposed approach, we will use the polynomial approximation, given by

h(x) =

N∑
k=0

θkx
k,

where θk ∈ R and N is the degree of the polynomial.
Also, for the parameter settings, the degree of the polynomial N is set to be 4, while the parameter γ is adjusted

to be 100, and the regularization parameter λ is chosen to be 10−3. Furthermore, during the experiment, we used
80% of the data for training and 20% of the data for testing. All data points are normalized to [0, 1] according to
the minimum and maximum values in the corresponding feature column.

4.1. Results and discussions

The performance of the classification algorithms (KNN, SVM, DT and our method) was assessed in terms of the
misclassification rate, sensitivity, specificity and accuracy of prediction, computed as below:

The accuracy of the test is its ability to Indicate if water is safe for human consumption or not cases correctly.

TP + TN

TP + TN + FP + FN
.

The sensitivity (or Recall) of a test is its ability to Indicate if water is potable cases correctly.

TP

TP + FN
.
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The F1 score is a number between 0 and 1 and is the harmonic mean of precision and recall.

2× sensitivity × precision
precision+ sensitivity

.

The precision of a test is its ability to determine the number of water samples the classifier labelled as potable that
are actually potable

TP

TP + FP
.

Where true Positive (TP) = the number of cases correctly identified as potable water, true negative (TN) = the
number of cases correctly identified as not potable water, talse positive (FP) = the number of cases incorrectly
identified as potable water and false negative (FN) = the number of cases incorrectly identified as not potable
water.

Table 2 present the results of the used algorithms to predict water potability. It is noted that the performance of
the proposed algorithm is very superior as compared to the SVM, KNN and NB. These results, allow us to say that
the proposed algorithm has become more efficient in indicating if water is safe for human consumption or not.

Accuracy Sensitivity Precision F1 score
Our approach 0.6737 0.6609 0.9016 0.7643
SVM 0.5671 0.1654 0.4412 0.2406
KNN 0.6216 0.6087 0.4926 0.4009
NB 0.6324 0.5765 0.5292 0.25248

Table 2. Performance of the used algorithm to predict water potability.
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Figure 5. a) Roc Curves for the proposed approach. b) Confusion matrix for the proposed approach.

4.2. Feature importance

In this section, we investigate on the features importance to find out the factors which play important role in the
water quality.
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(a)

(b)

Figure 6. Feature importance.

From Figure 6, we see that, Sulfate is the most important feature, followed by pH.

5. Conclusion

In this paper, Tikhonov regularization and the Conjugate Gradient algorithm are proposed to predict Water Quality
and therefore its potability. The comparison with the Support Vector Machine (SVM), the Naive Bayes (NB) and
the K-Nearset Neighbours (KNN) algorithms on the basis of the accuracy and the precision shows the performance
of the proposed algorithm in the prediction of the water potability and whether it is safe for human consumption
or not. As a perspective we will focus on the integration of other methods for solving the optimization problem by
exploring multiple loss functions as smoothing.
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