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Abstract Due to the extensive use of high-dimensional data and its application in a wide range of scientific fields of
research, dimensionality reduction has become a major part of the preprocessing step in machine learning. Feature selection
is one procedure for reducing dimensionality. In this process, instead of using the whole set of features, a subset is selected
to be used in the learning model. Feature selection (FS) methods are divided into three main categories: filters, wrappers, and
embedded approaches. Filter methods only depend on the characteristics of the data, and do not rely on the learning model at
hand. Divergence functions as measures of evaluating the differences between probability distribution functions can be used
as filter methods of feature selection. In this paper, direct usages of several divergence functions such as Jensen-Shannon (JS)
divergence and Exponential divergence (EXP) as FS methods are evaluated and performances of these divergence functions
are compared with those of some of the most-known filter feature selection methods such as Information Gain (IG) and Chi-
Squared (CHI). This comparison was made through accuracy rate and F1-score of classification models after implementing
these feature selection methods.
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1. Introduction

In recent years, dealing with high dimensional data has grown into a big part of machine learning and statistics
including classification problems. This problem requires scientists to reduce the data dimension. One approach
to dimension reduction is feature selection. Feature selection is a procedure in which a subset of the primary
full set of features is selected to be applied in the learning process. The main goal of this selection procedure
is to remove irrelevant and perhaps redundant features, but it also helps improve learning performance, prevents
overfitting, and also reduces the computational costs [20]. There are multiple ways to perform FS, but in general,
this procedure is classified into three main categories [11]: filters, wrappers, and embedded methods. Filter methods
only employ data to perform FS. This group of methods has no dependencies on the classifier and hence has lower
time complexity than other groups of methods. IG [27] and CHI [23] are two of the most widely used filter methods.
Wrapper methods employ the classifier to evaluate features and reach the potentially suitable subset of features.
These methods perform classification on a different subset of features, then for each subset assess the performance
of the classifier and select the subset which resulted in the best performance. Consequently, having higher time
complexity than filter methods is inevitable for wrapper methods. Moreover, they usually tend to result in a better
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outcome since they examine all possible subsets of features. Embedded methods [18] operate differently from
antecedent methods. These methods are placed inside the classifier and are merged with the learning process.
The main advantages of filter methods over others are their low time complexity, compared with the other two
categories of methods, and their resistance to overfitting [10]. The reason behind these differences is that filter
methods are part of a preprocessing step to the learning problem while the other groups of methods are deployed
alongside or within the learning process.
Most FS techniques are established based on measuring the difference between observed and expected
probabilities. For instance, two popular methods, which this statement holds for, are IG and CHI. In this paper,
we review some FS methods that are compatible with this description as well as IG and CHI. At first, we have to
provide some details about expected and observed probabilities. Without loss of generality, throughout this paper,
X and Y are considered categorical variables (In cases where X is continuous, it can be categorized using the
equal-width binning method). Thus the learning framework is a classification problem. P (X) and P (Y ), are true
marginal distributions of X and Y respectively, and P (X,Y ) is the joint probability distribution function of X and
Y . In real-world problems, these probability distributions are unknown and have to be estimated using observations.
Suppose that p(x), p(y), and p(x, y) are estimated probabilities. We have:

p(x) =
|x|
N

, p(y) =
|y|
N

, p(x, y) =
|x, y|
N

,

where |x| is the number of times the variable X is equal to x. Definitions are similar for |y| and |x, y|. And N is
the size of observations in data.
When X and Y are independent, the joint probability will equal P (X)P (Y ), so the difference between two
probabilities P (X,Y ) and P (X)P (Y ) provide useful interpretation about the relationship between X and Y . One
way to evaluate this difference is to use divergence functions. In statistics, divergence functions are used to assess
the distance or difference between two probability distribution functions. Divergence functions for each probability
distribution P and Q from the space of probability distributions S must satisfy [5]:

• D(P,Q) ≥ 0, ∀P,Q ∈ S,
• D(P,Q) = 0, if P = Q,

where D(P,Q) is the divergence function of two probability distribution functions P and Q. Note that divergences
are not necessarily metrics, but under some conditions, metrics defined over probability spaces can be divergence
functions. IG and CHI are two instances of FS based on divergence functions. In IG, the amount of information
gained from target variable Y given feature X can be formulated as below:

IG(Y,X) =

NX∑
i=1

NY∑
j=1

p(xi, yj) log
p(xi, yj)

p(xi)p(yj)
, (1)

where NX is the number of categories in feature X and NY is the number of classes in target variable Y .
Evidently, it can be seen from Eq.(1) that if the joint probability distribution p(x, y) and product of marginal
distributions of X and Y i.e. p(x)p(y) were close to each other, IG(Y,X) would get close to zero. This means that
we gain little information about Y provided that X is observed.
The right-hand side of Eq.(1) is obtained from the Kullback-Leibler (KL, [16]) divergence function which is defined
as below:

KL(X,Y ) =

∫ ∫
P (x, y) log

P (x, y)

Q(x, y)
dxdy. (2)

CHI FS method is based on the chi-squared test of independence and is defined as follows:

CHI(X,Y ) =

NX∑
i=1

NY∑
j=1

[p(xi, yj)− p(xi)p(yj)]
2

p(xi)p(yj)
. (3)

Similar to Eq.(1), in Eq.(3) if p(xi, yj) and p(xi)p(yj) for all i and j were close to each other, CHI(X,Y ) tends to
zero. This method is based on another divergence function called Kagan’s Divergence [26] that can be formulated
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as below:

X 2(X,Y ) =

∫ ∫
(P (x, y)−Q(x, y))2

Q(x, y)
dxdy. (4)

1.1. Related works

A lot of work has been done about using divergence functions as a tool to improve learning performance. Schneider
[28], Wang et al. [32], Zhang et al. [34], and Lee et al. [19] used the Kullback-Leibler divergence function to
improve FS performance. Lifang et al. [21] proposed a hierarchical class correlation feature selection method based
on Kullback-Leibler divergence. Jiang et al. [15] Developed a hybrid feature selection method based on Kullback-
Leibler divergence methods. Fu et al. [8] used Hellinger distance to achieve stable sparse feature selection applied to
class-imbalanced data. Hart et al [13] used Hellinger distance to rank features in a genetic programming framework.
Hashemi et al. [14] used L2-distance to rank features in multi-label datasets. Temrat et al. [30] performed feature
selection based on total variation distance for OSA classification. Yoon et al. [33] applied an estimation of Jensen-
Shannon divergence to capture locally important features. Cui et al. [6] Proposed a new information-theoretic
criterion based on Jensen-Shannon divergence measure between the probability distributions of the random walk
on different graphs of features. Novovicov et al. [25] used the Kullback-J divergence to build an FS method for
multi-modal binary classification problems. Guzmn-Martnez and Alaiz-Rodrguez [12] used the Jensen-Shannon
divergence to assess the stability of FS methods. Niazi et al. [24] used the Kullback-Leibler divergence-based FS
method for a power system security classification problem. Kumar and Minz [17] briefly reviewed divergence
functions as FS methods. Thabtah et al. [29] proposed the L2 divergence function as an FS method and compared
its performance with those of IG and CHI FS methods.

2. Divergence functions

Divergence functions in statistics can be used to measure the difference between two probability functions. A
divergence function takes two probability distribution functions as inputs and results in a non-negative real-valued
output.
In a learning problem, these two probability distribution functions (PDFs) can be expected PDF and observed PDF,
which in this paper are indicated as P and Q, respectively. In an FS framework P is p(x, y) and Q is p(x)p(y).
Therefore the output of a divergence function for a feature X and target variable Y , compared to the result for
other features, determines if the feature should be selected or not. In other words, if these two PDFs are close to
each other for feature X and target variable Y , it indicates that this feature has little effect on the target variable
and perhaps should be discarded.
Divergence functions are divided into three main groups that will be explained briefly.

2.1. f-divergences

In general, for two P (x) and Q(x), an f-divergence function can be defined as [2]:

If (P,Q) =

∫
Q(x)f(

P (x)

Q(x)
)dx, (5)

in which f must have these properties:

• f must be convex,
• f(1) = 0, f ′(1) = 0, f ′′(1) = 1.

Kullback-Leibler divergence, Hellinger distance [31], Kagan’s divergence, and Jensen-Shannon divergence [9] are
some of the most known f-divergences.
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2.2. Bregman’s divergences

This family of divergence functions was generally introduced by Bregman in [3]. As [2] stated, for each two
probability distribution functions P (x) and Q(x), divergence functions in this family are defined as follows:

Dφ(P,Q) =

∫
[φ(P (x))− φ(Q(x))− P (x)Q(x)φ′(Q(x))]dx, (6)

such that φ is a differentiable strictly convex function.

2.3. α-divergences

α-divergences are another group of divergence functions that are parameterized on α ∈ (−∞,+∞). The basic
asymmetric α-divergence function can be defined as [5]:

Dα(P,Q) =
1

α(α− 1)

∫
[Pα(x)Q1−α(x)− αP (x) + (α− 1)Q(x)]dx, (7)

where α ∈ R \ {0, 1} and P and Q do not need to be normalized. These divergence functions can be derived
from both f-divergences and Bregman’s divergences [1]. One of the most-known α-divergence functions is Rényi
divergence [31].

2.4. Implemented divergence functions for feature selection

In this paper, we compare some of the prominent divergence functions in the context of FS. The classification of
these divergence functions and their corresponding formulas in FS are available in Table 1.

3. Experimental Design

In this section, we discuss the datasets, how divergence-based FS methods work, and the general classification
framework used in this paper.
The datasets are all gathered from the UCI machine learning repository [7]. Table 2 provides some useful
information about these datasets. This information includes the name of the datasets, the number of inheritances
they used, the number of features they include, the number of classes their response of interest has, whether they
have missing values or not, and whether they include any continuous variable or not.

Divergence-based FS methods rank features based on their divergence measure. The problem with ranker FS
methods is that they do not provide a subset of features, as they only rank them based on a measure. Therefore, a
threshold is needed to select a suitable subset of features.
Thresholds can be selected from percentiles of the feature divergence measures. As an example, it can be selected
from the set {5%, 10%, · · · , 95%, 100%}. In this set, 5% indicates selecting the top 5% of features ordered based
on a predetermined and calculated divergence measure, and 100% indicates all of the features. Other percentiles in
this set are defined similarly. Different Percentiles result in different thresholds and a subsequently different subset
of features. Therefore, these percentiles must be chosen wisely. One way is to choose the thresholds empirically
based on the classification results on some datasets and then use them in general.
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592 FEATURE SELECTION BASED ON DIVERGENCE FUNCTIONS

Data # of instances # of features # of classes
Missing
values

Continuous vari-
ables

Arrhythmia 452 279 16 No Yes

Audiology 200 69 24 Yes No

Autos 205 25 7 Yes Yes

Bands 540 39 2 Yes Yes

Car 1728 6 4 No No

Cleveland 303 13 2 Yes No

Colic 368 27 2 Yes Yes

Credit-a 690 14 2 Yes Yes

Dermatology 366 34 6 Yes Yes

Flags 194 29 8 No Yes

Glass 214 9 7 No Yes

Hepatitis 155 19 2 Yes Yes

Ionosphere 351 34 2 No Yes

Lymphography 148 18 4 No Yes

Mushroom 8124 22 2 Yes No

Nursery 12960 8 5 No No

Optic 5620 64 10 No Yes

Page-Blocks 5473 10 5 No Yes

Segment 2310 19 7 No Yes

Sonar 208 60 2 N/A Yes

Vote 435 16 2 Yes No

Table 2. The datasets description
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To show how this is proceeded, first we need to describe the classification framework. After the FS process, a
classifier performs the classification task. here, to select the suitable threshold for FS methods, the C5.0 decision
tree classifier is used along with a 10-fold cross-validation technique. Later, the naı̈ve Bayes classifier is used in
the same situation for all datasets to evaluate the effect of these FS methods on each of the datasets.

There are many metrics available to evaluate the performance of a classifier: accuracy, F1-Score, precision, and
recall are just a few of them. These metrics can be obtained and calculated from a confusion matrix. A confusion
matrix in a binary classification problem consists of four elements: TP (True Positive), TN (True Negative), FP
(False Positive), and FN (False Negative) which indicate the number of positive cases that are predicted positive,
negative cases that are predicted negative, negative cases that are predicted positive and positive cases that are
predicted negative, respectively.

Each of the above-mentioned metrics can be calculated based on the elements of a confusion matrix:

Accuracy =
TP + TN

TP + TN + FP + FN
, (8)

Precision =
TP

TP + FP
, (9)

Recall =
TP

TP + FN
, (10)

F1-Score =
2 ∗ Precision ∗Recall

Precision+Recall
. (11)

The calculations are similar in a multi-class problem. Therefore, accuracy as one of the aforementioned metrics
is used to determine a suitable threshold for each FS method. Figure 1 displays how different threshold choices
result in different classification accuracy on a few datasets. It should be noted that this demonstration is only
attributable to presentation purposes. Also, to deal with continuous features, equal-width binning was used.
Figures 1-7 show the classification accuracy results for each method on 6 different datasets. Figure 1 shows the
classification accuracy of naı̈ve Bayes classifier after performing the KL FS method with different percentiles as
a chosen threshold on 6 different datasets. As can be seen, the results are stable by the 50% threshold most of the
time. There is a decrease and instability by 50% in two datasets “Credit-A” and “Vote”, where in both of those,
the amount of difference in accuracy is too small. With cutpoints less than 50%, the results become more unstable,
as the amount of difference in accuracy becomes large. Therefore, 75% and 50%, which indicate choosing the top
75% and 50% features of the ranked set respectively, are the best choices among the set of percentiles. This choice
is similar for other FS methods.

Choosing the same percentile as a threshold for all methods leads to selecting the same amount of features in
most datasets. This means that, although they may select different subsets of features, they selected them with the
same size.
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594 FEATURE SELECTION BASED ON DIVERGENCE FUNCTIONS

(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 1. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: KL method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 2. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: L2 method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 3. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: CHI2 method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 4. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: HL method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 5. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: TV method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 6. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: EXP method
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(a) Dataset: Autos (b) Dataset: Colic

(c) Dataset: Credit-A (d) Dataset: Dermatology

(e) Dataset: Page-Blocks (f) Dataset: Vote

Figure 7. Classification accuracy percentage of datasets Autos, Colic, Credit-a, Dermatology, Page-Blocks and Vote used to
induce suitable thresholds: JS method

This empirical demonstration is one possible way to identify and determine the potentially suitable threshold
points. In that case, for all of the datasets above two threshold points look more promising than the others, 50%,
and 75% thresholds. These cutoff points select the top 50% and 75% of the decreasingly-ordered feature sets,
respectively. As it can be seen from this limited example, beginning and ending points in the threshold set do not
result in a consistently good classification accuracy, such as the results from “Autos” and “Page-Blocks” datasets.
Therefore, in further experiments, we used these two cutoff points as potential thresholds for all FS methods.
The naı̈ve Bayes classifier is the classification method used in this paper from here on. This method is performed
along with a 10-fold cross-validation technique. Also, to deal with continuous variables in the FS process, all
continuous variables were converted to discrete variables using equal-width binning.
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4. Results Analysis

4.1. Average number of selected features

All divergence-based FS methods mentioned in Table 1 were performed on datasets available in Table 2. And as the
result, the average number of selected features for each method and each threshold over all datasets are available
in Figure 8. Based on Figures (1-7) and Figure 8, it can be inferred that although there is a diversity in selected
features based on each FS method, there is a similarity in the number of features selected most of the time. As
can be seen, only three methods in 75% and two methods in 50% resulted in a slightly higher average number,
which arises due to the number of features in two datasets “Arrhythmia” and “Audiology”. With 75% threshold and
in “Arrhythmia” all methods selected 209 features except for CHI2 and HL which selected 210 and 211 features,
respectively. Moreover, in “Audiology”, all methods selected 52 features besides the TV method. Furthermore,
with a 50% threshold, in “Arrhythmia” all methods select 52 features besides JS and in “Audiology” all methods
select 35 features except CHI2 which selects 36 features.

Figure 8. Average number of selected features for each divergence-based FS method

4.2. Accuracy

Figure 9 shows the classification accuracy results after performing FS methods. The selection procedure starts
with ranking features based on each divergence-based method, then selecting the top 75% of ranked features.
EXP divergence function led to the best results among all FS methods. The win-lose-tie record of EXP against
other methods were 3-1-17, 5-5-11, 3-1-17, 5-2-14, 5-4-12, and 5-2-14 against KL, L2, CHI2, HL, TV, and JS,
respectively. After that, L2 holds the second spot. Win-lose-tie records of this method were 5-5-11 against KL,
6-5-10 against CHI2, 6-5-10 against HL, 5-2-14 against TV, 5-5-11 against EXP, and 6-5-10 against JS. After L2,
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602 FEATURE SELECTION BASED ON DIVERGENCE FUNCTIONS

CHI2, KL, HL, TV, and JS are ranked respectively. Furthermore, KL and CHI recorded 13-6-2 against the complete
set of features which was the best record. After these methods, HL, and EXP recorded 12-7-2, then TV and L2
recorded 11-8-2 and at last, the JS algorithm led to the worst record against the complete set of features among
all methods with 10-8-3. On an average of 21 datasets, each FS method selects near 29 features. HL selects more
features than other methods on average with exactly 29 features. Each method increases classification accuracy by
around 1%, which means that with 75% of features these methods manage to increase the classification accuracy
by 1%. CHI2, KL, and EXP led to the highest classification accuracy increase on average by 1.28%, 1.25%, and
1.23% respectively. The least increase in classification accuracy was led by the JS algorithm.

(a) (b)

(c) (d)

Figure 9. Classification accuracy percentage after performing all FS methods on each dataset and a 75% threshold

Similar to Figure 9, Figure 10 shows the classification results after performing divergence-based FS methods
and selecting the top 50% of ranked features based on each method. Therefore a naı̈ve Bayes was performed
and its accuracy was calculated. Among all methods, the best classification performance occurred in the JS FS
method. Win-lose-tie record of JS was 8-2-11, 8-5-8, 8-3-10, 9-4-8, 6-6-9, and 7-1-13 against KL, L2, CHI2, HL,
TV, and EXP, respectively. This method also recorded 15-6-0 against the case of no FS which was better than all
other methods. Furthermore, JS increased classification accuracy by approximately 2.54% on average, which was
only behind the TV with a 2.94% increase. After JS, it was the TV that led to results better than all remaining
methods, with records of 6-5-10, 5-5-11, 7-5-9, 7-6-8, 7-4-10, and 6-6-9 against KL, L2, CHI2, HL, EXP, and JS,
respectively. This method resulted in better classification accuracies than a complete set of features in 14 out of 21
datasets, which was only behind results obtained by JS. Also, this method increased the classification accuracy by
approximately 2.94% on average, which was higher than all other methods. After TV, L2, KL, HL, EXP, and CHI2,
CHI2 had the lowest increase in accuracy on average with approximately 1.24%.
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(a) (b)

(c) (d)

Figure 10. Classification accuracy percentage after performing all FS methods on each dataset and a 50% threshold

(a) (b)

(c) (d)

Figure 11. F1-Score after each FS method with 75% threshold on all datasets
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4.3. F1-Score

Figure 11 shows the F1-score results after each FS method with a 75% threshold is performed. Among all methods,
EXP was the method that led to better results than all other methods. Win-lose-tie record of EXP against KL, L2,
CHI2, HL, TV, and JS was 3-1-17, 7-3-11, 3-1-17, 6-2-13, 7-3-11, and 5-2-14, respectively. After EXP, CHI2 and
KL led to better F1-score percentages than other remaining methods. These methods had a winning record against
all the other methods except for EXP. After these three methods, HL, JS, TV, and L2 were ranked respectively.
Also, EXP, CHI2, and KL in 13 out of 21 datasets led to higher F1-score percentages than the case of a total set of
features. The worst records in this comparison jointly belong to L2 and JS with only 11 wins against the total set
of features. Furthermore, EXP, KL, CHI2 led to the highest increase in F1-score on average among all methods,
with approximately 1.27%, 1.25%, and 1.21% respectively. The lowest increase of F1-score on average was led by
JS with 0.44%.

Results for F1-score percentage with a 50% threshold as a cutoff point were somewhat similar to the accuracy
percentage results in Figure 10. Figure 12 shows the F1-score percentage results for all methods on 21 different
datasets. As can be seen, JS is concluded to give better results than all other methods, with win-lose-tie records
of 8-2-11, 8-3-10, 9-4-8, 6-6-9, and 7-1-13 against KL, L2, CHI2, HL, TV, and EXP. After JS, KL gained better
results compared with other remaining methods. Its win-lose-tie records against L2, CHI2, HL, TV, EXP and JS
was 6-6-9, 4-2-15, 3-2-16, 6-5-10, 7-3-11, and 2-8-11 respectively. After KL, HL, L2, TV, CHI2, and EXP were
ranked respectively. In comparison with the total set of features, CHI2 recorded 14-7-0 which was better than all
other methods, although CHI2 did not rank high in comparison with other FS methods. Also, KL, HL, TV, and
JS recorded 13-8-0, L2 recorded 12-9-0 and at last, EXP concluded 11-10-0. Furthermore, the highest increase of
F1-score percentage on average was led by TV with 2.87% and after that, JS with 2.54%. The lowest increase in
F1-score percentage on average was led by CHI2 with 1.33%.

(a) (b)

(c) (d)

Figure 12. F1-Score after each FS method with 50% threshold on all datasets
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5. Conclusion

Feature selection is a way of dimension reduction that selects a suitable subset of features. Filter feature selection
methods, do not depend on which classification technique will be used and their procedure only includes data and its
qualities. Divergence functions in statistics are measures of divergence between two or more probability distribution
functions, and in a way, can be used as feature selection methods. In this paper, direct usage of several ranker
divergence-based feature selection methods was studied and evaluated. Two thresholds were chosen to select the
suitable subset of features from a ranked set of features based on each method. After performing classification, the
results were observed and compared in order to find which FS methods perform better under which circumstances.
EXP, CHI2, and JS were shown to perform better than the others while maintaining good results and leading to
little to zero accuracy loss compared with the complete set of features.
The main limitation of divergence-based feature selection methods is their inability to explore redundancy amongst
features, as they only take the relevancy of features into account. An optional future work would be dealing with
this limitation and also evaluation of performances of these methods with considering different kinds of classifiers.
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