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#### Abstract

This paper deals with semi-infinite programming with multiple fuzzy-valued objective functions. Firstly, some types of efficient solutions are proposed and illustrated in some examples. Then, necessary and sufficient Karush-KuhnTucker optimality conditions for semi-infinite programming with multiple fuzzy-valued objective functions are established.
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## 1. Introduction

Some optimization problems in practice handle with the infinite number of constraints and they are called the semi-infinite programming problems. These classes could be served in formulating many problems in moment robust optimizations and their applications in [15], FIR filter design in [20], robot trajectory planning [29], air pollution control in [30]. Hence, semi-infinite programming problems have been investigated recently by many researchers, see e.g. the papers $[4,5,10,12,13,16,21,24,25,26,27,28]$ and references therein. Sometimes semiinfinite programming with infinite-dimensional decision spaces are labeled as problems of infinite programming, see e.g. [17]. In some optimization problems in the real world, the coefficients of objective functions and constraint functions are not known precisely. These imprecision are used to be treated by quantitatively by employing the concepts of randomness and fuzziness. The randomness is formulated by probability theory and employed to describe the chance events. The fuzziness amounts to a type of imprecision which is associated with fuzzy sets, in which there is no clear transition from membership to nonmembership [33]. To manipulate fuzzy concepts arising in many decision processes, fuzzy optimization problems have been studied numerously in the recent time. The papers $[31,32]$ investigated Karush-Kuhn-Tucker (KKT) sufficent optimality conditions for smooth optimization problems with one and multiple fuzzy-valued objective functions. In [18, 19], optimality conditions for fuzzy optimization problems were established by utilizing generalized Hukuhara derivatives. The interval and fuzzy directional $g H$-derivatives and differentiability were proposed in [23] and applied in considering KKT optimality conditions for both interval-valued and fuzzy-valued constrained optimization problems. The KKT optimality conditions in an optimization problem with interval-valued objective function on Hadamard manifolds were studied in [3]. However, to the best of our knowledge, there is no paper dealing with semi-infinite programming with fuzzy-valued objective function. Furthermore, in the case that the number of constraints a finite set, the necessary

[^0]optimality conditions for the constrained optimization problems with fuzzy-valued objective function were not investigated in [31, 32].

The above observations motivate us to establish KKT optimality conditions for some types of efficient solutions of semi-infinite programming with multiple fuzzy-valued objective functions in this paper. The structure of the paper is as follows. We first retraces basic concepts, some preliminaries and presents some binary relations in section 2. Then, both KKT necessary and sufficient optimality conditions for some types of efficient solutions of semi-infinite programming with multiple fuzzy objective functions are established. Some examples are provided to illustrate the results of the paper.

## 2. Preliminaries

In the sequel, let $\mathbb{R}^{n}$ be a finite-dimensional Euclidean space. The notation $\langle\cdot, \cdot\rangle$ is used to denote the inner product. For a given subset $X \subseteq \mathbb{R}^{n}, \operatorname{int} X, \operatorname{cl} X$, aff $X$, and co $X$ stand for its interior, closure, affine hull, convex hull of $X$, respectively (resp). The cone and the convex cone (containing the origin) generated by $X$ are expressed resp by cone $X, \operatorname{pos} X$. We write $\left\langle X^{*}, x\right\rangle \leq 0$ when $\left\langle x^{*}, x\right\rangle \leq 0$ for all $x^{*} \in X^{*}$, where $X^{*}$ is a subset of the dual space of $\mathbb{R}^{n}$. The negative polar cone and strictly negative polar cone of $X$ are defined resp by

$$
\begin{aligned}
X^{-} & :=\left\{x^{*} \in \mathbb{R}^{n} \mid\left\langle x^{*}, x\right\rangle \leq 0 \forall x \in X\right\}, \\
X^{s} & :=\left\{x^{*} \in \mathbb{R}^{n} \mid\left\langle x^{*}, x\right\rangle<0 \forall x \in X\right\} .
\end{aligned}
$$

It should be noted that if $0 \in X$, then $X^{s}=\emptyset$. Moreover, we can check that if $X^{s} \neq \emptyset$ then $\mathrm{cl}^{s}=X^{-}$. Indeed, let $x^{*} \in \mathrm{cl} X^{s}$. Then, there exists a sequence $x_{\ell}^{*} \rightarrow x^{*}$ satisfying $\left\langle x_{\ell}^{*}, x\right\rangle<0$ for all $x \in X$. Letting $\ell$ to infinity, one has $\left\langle x^{*}, x\right\rangle \leq 0$ for all $x \in X$, leading that $x^{*} \in X^{-}$. Conversely, let $x^{*} \in X^{-}$. Then, $\left\langle x^{*}, x\right\rangle \leq 0$ for all $x \in X$. We deduce from $X^{s} \neq \emptyset$ that there is $\bar{x}^{*} \in X^{s}$ such that $\left\langle\bar{x}^{*}, x\right\rangle<0$ for all $x \in X$. Setting $x_{\ell}^{*}=x^{*}+\frac{1}{\ell} \bar{x}^{*}$, we get $x_{\ell}^{*} \rightarrow x^{*}$ and $x_{\ell}^{*} \in X^{s}$ since

$$
\left\langle x_{\ell}^{*}, x\right\rangle=\left\langle x^{*}, x\right\rangle+\frac{1}{\ell}\left\langle\bar{x}^{*}, x\right\rangle<0 \forall x \in X,
$$

i.e., $x^{*} \in \operatorname{cl} X^{s}$.

The contingent cone [1] of $X$ at the point $\bar{x} \in \operatorname{cl} X$ is

$$
\mathcal{T}(X, \bar{x}):=\left\{x \in \mathbb{R}^{n} \mid \exists \tau_{\ell} \downarrow 0, \exists x_{\ell} \rightarrow x, \bar{x}+\tau_{\ell} x_{\ell} \in X \forall \ell\right\} .
$$

Let $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{m}$, where $\mathbf{a}=\left(a_{1}, \ldots, a_{m}\right)$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{m}\right)$. Recall the following notations.
(i) $\mathbf{a} \leqq \mathbf{b} \Leftrightarrow a_{i} \leq b_{i} \forall i \in I$;
(ii) $\mathbf{a} \leq \mathbf{b} \Leftrightarrow a_{i} \leq b_{i} \forall i \in I$ and $a_{i_{0}}<b_{i_{0}}$ for at least one $i_{0} \in I$;
(iii) $\mathbf{a}<\mathbf{b} \Leftrightarrow a_{i}<b_{i} \forall i \in I$.

It is easy to see that $\mathbf{a} \leqq \mathbf{b} \Rightarrow \mathbf{a} \leq \mathbf{b} \Rightarrow \mathbf{a}<\mathbf{b}$. Moreover, if $m=1$ then $\mathbf{a} \leqq \mathbf{b} \Leftrightarrow a_{1} \leq b_{1}$ and $\mathbf{a} \leq \mathbf{b} \Leftrightarrow \mathbf{a}<\mathbf{b} \Leftrightarrow$ $a_{1}<b_{1}$.

Let $\mathbf{K}_{C}$ designate the class of all closed and bounded intervals in $\mathbb{R}$, i.e.,

$$
\mathbf{K}_{C}=\left\{\left[x^{L}, x^{R}\right] \mid x^{L}, x^{R} \in \mathbb{R} \text { and } x^{L} \leq x^{R}\right\} .
$$

The width of $X \in \mathbf{K}_{C}$ is defined by $\mu(X)=x^{R}-x^{L}$. The definition brings us

$$
\begin{gathered}
X+Y:=\{x+y \mid x \in X, y \in Y\}=\left[x^{L}+y^{L}, x^{R}+y^{R}\right], \\
\lambda X:=\lambda\left[x^{L}, x^{R}\right]= \begin{cases}{\left[\lambda x^{L}, \lambda x^{R}\right],} & \text { if } \lambda \geq 0, \\
{\left[\lambda x^{R}, \lambda x^{L}\right],} & \text { if } \lambda<0 .\end{cases}
\end{gathered}
$$

Hence, $-X=(-1) X=\left[-x^{R},-x^{L}\right]$ and $X-Y=X+(-1) Y=\left[x^{L}-y^{R}, x^{R}-y^{L}\right]$.

A fuzzy set $\widetilde{X}$ on $\mathbb{R}$ is defined by a function $\mu_{\tilde{X}}: \mathbb{R} \rightarrow[0,1]$, which is called a membership function. The $\alpha$ level set of $\widetilde{X}$, indicated by $\widetilde{X}_{\alpha}$, is defined as $\widetilde{X}_{\alpha}:=\left\{x \in \mathbb{R} \mid \mu_{\tilde{X}}(x) \geq \alpha\right\}, \forall \alpha \in(0,1]$. The support of $\widetilde{X}$ is the set $\operatorname{supp}(\widetilde{X}):=\left\{x \in \mathbb{R} \mid \mu_{\widetilde{X}}(x)>0\right\}$. The zero-level set of $\widetilde{X}$ is defined as the closure of the support of $\widetilde{X}$, i.e., $\widetilde{X}_{0}=\operatorname{cl}\left\{x \in \mathbb{R} \mid \mu_{\widetilde{X}}(x)>0\right\}$.

## Definition 1

A fuzzy number is a fuzzy set $\widetilde{X}$ with membership function $\mu_{\widetilde{X}}$ satisfying the following conditions:
(i) $\mu_{\tilde{X}}$ is normal, that is, there exists $\bar{x} \in \mathbb{R}$ such that $\mu_{\tilde{X}}(\bar{x})=1$;
(ii) $\mu_{\tilde{X}}$ is quasiconcave, i.e.,

$$
\mu_{\widetilde{X}}\left(\lambda x+(1-\lambda) x^{\prime}\right) \geq \max \left\{\mu_{\widetilde{X}}(x), \mu_{\widetilde{X}}\left(x^{\prime}\right)\right\}
$$

for all $\lambda \in[0,1]$, for all $x, x^{\prime} \in \widetilde{X}$;
(iii) $\mu_{\tilde{X}}$ is upper semicontinuous, i.e., $\left\{x \in \mathbb{R} \mid \mu_{\tilde{X}}(x) \geq \alpha\right\}$ is a closed subset of $\mathbb{R}$ for each $\alpha \in(0,1]$;
(iv) $\widetilde{X}_{0}$ is a compact subset of $\mathbb{R}$.

The set of all fuzzy numbers on $\mathbb{R}$ is signified by $\mathbf{F}(\mathbb{R})$.
The condition (ii) leads that $\widetilde{X}_{\alpha}$ is a convex set for each $\alpha \in[0,1]$. Combining this with conditions (iii) and (iv) tells us that $\widetilde{X}_{\alpha}$ is a compact and convex subset of $\mathbb{R}$ for each $\alpha \in[0,1]$. In other words, $\widetilde{X}_{\alpha}=\left[\widetilde{x}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{R}\right] \in \mathbf{K}_{C}$.

## Definition 2

A fuzzy number $\widetilde{X}$ is said to be a canonical number in the case when the functions $\eta_{1}(\alpha)=\widetilde{x}_{\alpha}^{L}$ and $\eta_{2}(\alpha)=\widetilde{x}_{\alpha}^{R}$ are continuous on $[0,1]$, where $\left[\widetilde{x}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{R}\right]=\widetilde{X}_{\alpha}$. The set of all canonical fuzzy numbers on $\mathbb{R}$ is denoted by $\mathbf{F}_{C}(\mathbb{R})$.

## Remark 1

Recollect the following fuzzy numbers.
(i) A fuzzy number $\tilde{X}$ is a crisp number with value $a$ if its membership function is

$$
\mu_{\widetilde{X}}(x)= \begin{cases}1, & \text { if } x=a \\ 0, & \text { otherwise }\end{cases}
$$

Then the crisp number with value $a$ is denoted by $\widetilde{\mathbf{I}}_{\{a\}}$.
(ii) A fuzzy number $\widetilde{X}$ is said to be triangular fuzzy number, indicated by $\widetilde{X}=\left(a^{L}, a, a^{R}\right)$ with $a^{L} \leq a \leq a^{R}$, if the membership function is defined as

$$
\mu_{\tilde{X}}(x)= \begin{cases}\frac{x-a^{L}}{a-a^{L}}, & \text { if } a^{L}<x \leq a \\ \frac{a^{R}-x}{a^{R}-a}, & \text { if } a \leq x<a^{R} \\ 0, & \text { otherwise }\end{cases}
$$

The $\alpha$-level set of $\tilde{X}$ is $\widetilde{X}_{\alpha}=\left[a^{L}+\alpha\left(a-a^{L}\right), a^{R}+\alpha\left(a-a^{R}\right)\right]$. Notice that if $a^{L}=a=a^{R}$, then the triangular fuzzy number $\widetilde{X}$ is a crisp number.
(iii) A fuzzy number $\widetilde{X}$ is said to be trapezoidal fuzzy number, denoted by $\widetilde{X}=\left(a^{L}, \underline{a}, \bar{a}, a^{R}\right)$ with $a^{L} \leq \underline{a} \leq$ $\bar{a} \leq a^{R}$, if the membership function is defined as

$$
\mu_{\widetilde{X}}(x)= \begin{cases}\frac{x-a^{L}}{a-a^{L}}, & \text { if } a^{L}<x \leq \underline{a} \\ 1, & \text { if } \underline{a} \leq x \leq \bar{a} \\ \frac{a^{R}-x}{a^{R}-\bar{a}}, & \text { if } \bar{a} \leq x<a^{R} \\ 0, & \text { otherwise }\end{cases}
$$

The $\alpha$-level set of $\widetilde{X}$ is $\widetilde{X}_{\alpha}=\left[a^{L}+\alpha\left(\underline{a}-a^{L}\right), a^{R}+\alpha\left(\bar{a}-a^{R}\right)\right]$. Note that if $\underline{a}=\bar{a}=a$, then the trapezoidal fuzzy number $\widetilde{X}$ is a triangular fuzzy number.

For $\widetilde{X}, \widetilde{Y} \in \mathbf{F}_{C}(\mathbb{R})$, the notion " $\widetilde{\sim}$ " stands for the binary operation " $\widetilde{+}$ " or " $\widetilde{X}$ " between $\widetilde{X}$ and $\widetilde{Y}$, where the membership function [33] for $\widetilde{X} . \tilde{Y}$ is defined by

$$
\mu_{\tilde{X} \widetilde{ }, \tilde{Y}}(z)=\sup _{z=x^{-y}} \min \left\{\mu_{\tilde{X}}(x), \mu_{\widetilde{Y}}(y)\right\} .
$$

Proposition 1
Let $\widetilde{X}, \widetilde{Y}$ be in $\mathbf{F}_{C}(\mathbb{R})$. Then,
(i) $\widetilde{X} \tilde{+} \tilde{Y} \tilde{Y} \in \mathbf{F}_{C}(\mathbb{R})$ and $(\widetilde{X} \tilde{+} \widetilde{Y})_{\alpha}=\left[\widetilde{x}_{\alpha}^{L}+\widetilde{y}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{R}+\widetilde{y}_{\alpha}^{R}\right]$.
(ii) $\tilde{X} \tilde{\times} \widetilde{Y} \in \mathbf{F}_{C}(\mathbb{R})$ and

$$
(\widetilde{X} \widetilde{\times} \widetilde{Y})_{\alpha}=\left[\min \left\{\widetilde{x}_{\alpha}^{L} \widetilde{y}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{L} \widetilde{y}_{\alpha}^{R}, \widetilde{x}_{\alpha}^{R} \widetilde{y}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{R} \widetilde{y}_{\alpha}^{R}\right\}, \max \left\{\widetilde{x}_{\alpha}^{L} \widetilde{y}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{L} \widetilde{y}_{\alpha}^{R}, \widetilde{x}_{\alpha}^{R} \widetilde{y}_{\alpha}^{L}, \widetilde{x}_{\alpha}^{R} \widetilde{y}_{\alpha}^{R}\right\}\right] .
$$

The Hausdorff metric $D_{H}(\mathcal{X}, \mathcal{Y})$ of two sets $\mathcal{X}, \mathcal{Y}$ in $\mathbb{R}^{n}$ is defined by

$$
D_{H}(\mathcal{X}, \mathcal{Y})=\max \left\{\sup _{x \in \mathcal{X}} \inf _{y \in \mathcal{Y}}\|x-y\|, \sup _{y \in \mathcal{Y}} \inf _{x \in \mathcal{X}}\|x-y\|\right\} .
$$

If $\widetilde{X}, \widetilde{Y}$ are in $\mathbf{F}(\mathbb{R})$, then, $D_{H}\left(\widetilde{X}_{\alpha}, \widetilde{Y}_{\alpha}\right)=\max \left\{\left|\widetilde{x}_{\alpha}^{L}-\widetilde{y}_{\alpha}^{L}\right|,\left|\widetilde{x}_{\alpha}^{R}-\widetilde{y}_{\alpha}^{R}\right|\right\}$. The metric $D_{\mathbf{F}}$ on $\mathbf{F}(\mathbb{R})$ is defined by

$$
D_{\mathbf{F}}(\widetilde{X}, \tilde{Y})=\sup _{\alpha \in[0,1]} D_{H}\left(\widetilde{X}_{\alpha}, \widetilde{Y}_{\alpha}\right), \forall \tilde{X}, \tilde{Y} \in \mathbf{F}(\mathbb{R}) .
$$

Let $\tilde{\psi}: \mathbb{R}^{n} \rightarrow \mathbf{F}_{C}(\mathbb{R})$ be a fuzzy-valued function defined on $\mathbb{R}^{n}$. Then, for each $x \in \mathbb{R}^{n},(\widetilde{\psi}(x))_{\alpha}=$ $\left[(\widetilde{\psi}(x))_{\alpha}^{L},(\widetilde{\psi}(x))_{\alpha}^{R}\right]$ for each $\alpha \in[0,1]$ and we can determine two real-valued functions $\widetilde{\psi}_{\alpha}^{L}(x)=(\widetilde{\psi}(x))_{\alpha}^{L}, \widetilde{\psi}_{\alpha}^{R}(x)=$ $(\widetilde{\psi}(x))_{\alpha}^{R}$. Let $\bar{x} \in \mathbb{R}^{n}$ and $\widetilde{X} \in \mathbf{F}_{C}(\mathbb{R})$. We write $\lim _{x \rightarrow \bar{x}} \widetilde{\psi}(x)=\widetilde{X}$ if for every $\epsilon>0$, there exists $\delta>0$ such that, for $0<\|x-\bar{x}\|<\delta \Rightarrow D_{\mathbf{F}}(\widetilde{\psi}(x), \widetilde{X})<\epsilon$. The right-hand limit $\lim _{x \rightarrow \bar{x}^{+}} \widetilde{\psi}(x)$ of the fuzzy-valued function $\widetilde{\psi}: \mathbb{R} \rightarrow$ $\mathbf{F}_{C}(\mathbb{R})$ can be defined similarly. The fuzzy-valued function $\tilde{\psi}$ is said to be continuous at $\bar{x}$ if $\lim _{x \rightarrow \bar{x}} \widetilde{\psi}(x)=\widetilde{\psi}(\bar{x})$.

## Proposition 2

[31] Let $\widetilde{\psi}: \mathbb{R}^{n} \rightarrow \mathbf{F}_{C}(\mathbb{R})$ be a function with fuzzy values. If $\tilde{\psi}$ is continuous at $\bar{x}$, then $\widetilde{\psi}_{\alpha}^{L}, \widetilde{\psi}_{\alpha}^{R}$ are continuous at $\bar{x}$ for all $\alpha \in[0,1]$.

## Definition 3

[31] Let $X$ be an open subset of $\mathbb{R}^{n}$. A fuzzy-valued function $\tilde{\psi}: X \rightarrow \mathbf{F}_{C}(\mathbb{R})$ is called level-wise continuously differentiable at $\bar{x} \in X$ if the real-valued functions $\widetilde{\psi}_{\alpha}^{L}$ and $\widetilde{\psi}_{\alpha}^{R}$ are continuously differentiable at $\bar{x}$ for all $\alpha \in[0,1]$.

## Definition 4

[22]. Let $X \subset \mathbb{R}^{n}$ be a convex set, $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\bar{x} \in X$.
(i) $\psi$ is convex at $\bar{x}$ if $\psi(\lambda \bar{x}+(1-\lambda) x) \leq \lambda \psi(\bar{x})+(1-\lambda) \psi(x) \forall x \in X, \forall \lambda \in[0,1]$.
(ii) $\psi$ is strictly convex at $\bar{x}$ if $\psi(\lambda \bar{x}+(1-\lambda) x)<\lambda \psi(\bar{x})+(1-\lambda) \psi(x) \forall x \in X \backslash\{\bar{x}\}, \forall \lambda \in(0,1)$.
(ii) $\psi$ is convex/strictly convex on $X$ if $\psi$ is convex/strictly convex on each point of $X$.

## Remark 2

[22]. Let $X \subset \mathbb{R}^{n}$ be an open convex set, $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be differentiable at $\bar{x} \in X$.
(i) If $\psi$ is convex at $\bar{x}$ then $\psi(x)-\psi(\bar{x}) \geq\langle\nabla \psi(\bar{x}), x-\bar{x}\rangle \forall x \in X$.
(ii) If $\psi$ is strictly convex at $\bar{x}$ then $\psi(x)-\psi(\bar{x})>\langle\nabla \psi(\bar{x}), x-\bar{x}\rangle \forall x \in X \backslash\{\bar{x}\}$.

Definition 5
Let $X=\left[x^{L}, x^{R}\right], Y=\left[y^{L}, y^{R}\right]$ be two sets in $\mathbf{K}_{C}$.
(i) $X \leq_{L R} Y$ if $x^{L} \leq y^{L}$ and $x^{R} \leq y^{R}$.
(ii) $X<_{L R} Y$ if $X \leq_{L R} Y$ and $X \neq Y$.
(iii) $X<_{L R}^{s} Y$ if $x^{L}<y^{L}$ and $x^{R}<y^{R}$.

Definition 6
Let $\widetilde{X}, \widetilde{Y} \in \mathbf{F}_{C}(\mathbb{R})$ and $\widetilde{X}_{\alpha}=\left[\widetilde{X}_{\alpha}^{L}, \widetilde{X}_{\alpha}^{R}\right]$ and $\widetilde{Y}_{\alpha}=\left[\widetilde{Y}_{\alpha}^{L}, \widetilde{Y}_{\alpha}^{R}\right]$ for all $\alpha \in[0,1]$.
(i) [31] $\widetilde{X} \leqq \widetilde{Y}$ if $\widetilde{X}_{\alpha} \leq_{L R} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$.
(ii) [31] $\widetilde{X} \leq \widetilde{Y}$ if $\widetilde{X}_{\alpha} \leq_{L R} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$ and $\exists \bar{\alpha} \in[0,1]$ such that $\widetilde{X}_{\bar{\alpha}}<_{L R} \widetilde{Y}_{\bar{\alpha}}$.
(iii) [18] $\widetilde{X} \leqq s \leqq^{s} \tilde{Y}$ if $\widetilde{X}_{\alpha} \leq_{L R} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$ and $\exists \bar{\alpha} \in[0,1]$ such that $\widetilde{X}_{\bar{\alpha}}<_{L R}^{s} \widetilde{Y}_{\bar{\alpha}}$.
(iv) $[\widetilde{2}] \widetilde{X}<\widetilde{Y}$ if $\widetilde{X}_{\alpha}<_{L R} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$.
(v) $\widetilde{X} \leq^{s} \widetilde{Y}$ if $\widetilde{X}_{\alpha}<_{L R} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$ and $\exists \bar{\alpha} \in[0,1]$ such that $\widetilde{X}_{\bar{\alpha}}<_{L R}^{s} \widetilde{Y}_{\bar{\alpha}}$.
(vi) $\widetilde{X}<^{s} \widetilde{Y}$ if $\widetilde{X}_{\alpha}<_{L R}^{s} \widetilde{Y}_{\alpha} \forall \alpha \in[0,1]$.

## Remark 3

Let $\widetilde{X}, \widetilde{Y} \in \mathbf{F}_{C}(\mathbb{R})$. It is easy to check that
(i) $\widetilde{X}<^{s} \widetilde{Y} \Rightarrow \widetilde{X} \leq^{s} \widetilde{Y} \Rightarrow \widetilde{X} \leqq s \tilde{Y} \Rightarrow \widetilde{X} \leq \widetilde{Y} \Rightarrow \tilde{X} \leqq \tilde{Y}$.
(ii) $\widetilde{X}<^{s} \widetilde{Y} \Rightarrow \widetilde{X} \leq^{s} \widetilde{Y} \Rightarrow \widetilde{X}<\widetilde{Y} \Rightarrow \widetilde{X} \leq \widetilde{Y} \Rightarrow \widetilde{X} \leqq \widetilde{Y}$.

## Definition 7

Let $X \subset \mathbb{R}^{n}$ be a convex set, $\tilde{\psi}: X \rightarrow \mathbf{F}_{C}(\mathbb{R})$ and $\bar{x} \in X$.
(i) [31] We say that $\widetilde{\psi}$ is convex at $\bar{x}$ if

$$
\widetilde{\psi}(\lambda \bar{x}+(1-\lambda) x) \leqq\left(\widetilde{\mathbf{I}}_{\{\lambda\}} \tilde{\times} \widetilde{\psi}(\bar{x})\right) \widetilde{+}\left(\widetilde{\mathbf{I}}_{\{1-\lambda\}} \tilde{\times} \tilde{\psi}(x)\right),
$$

for each $\lambda \in[0,1]$ and each $x \in X$. We also say that $\tilde{\psi}$ is convex on $X$ if $\widetilde{\psi}$ is convex at each point of $X$.
(ii) $\tilde{\psi}$ is said to be strongly convex at $\bar{x}$ if

$$
\widetilde{\psi}(\lambda \bar{x}+(1-\lambda) x)<^{s}\left(\widetilde{\mathbf{I}}_{\{\lambda\}} \tilde{x} \widetilde{\psi}(\bar{x})\right) \widetilde{+}\left(\widetilde{\mathbf{I}}_{\{1-\lambda\}} \widetilde{x} \widetilde{\psi}(x)\right),
$$

for each $\lambda \in(0,1)$ and each $x \in X \backslash\{\bar{x}\}$. We also say that $\widetilde{\psi}$ is strongly convex on $X$ if $\widetilde{\psi}$ is strongly convex at each point of $X$.
In Definition 7, only two binary relations were utilized. Using the others binary relations in Definition 6, the others definition of convexity of fuzzy functions could be defined similarly.

## Remark 4

Let $X \subset \mathbb{R}^{n}$ be a convex set, $\tilde{\psi}: X \rightarrow \mathbf{F}_{C}(\mathbb{R})$ and $\bar{x} \in X$.
(i) [31] $\widetilde{\psi}$ is convex at $\bar{x}$ if and only if $(\widetilde{\psi})_{\alpha}^{L}$ and $(\widetilde{\psi})_{\alpha}^{R}$ are convex at $\bar{x}$ for all $\alpha \in[0,1]$.
(ii) $\widetilde{\psi}$ is strongly convex at $\bar{x}$ if and only if $(\widetilde{\psi})_{\alpha}^{L}$ and $(\widetilde{\psi})_{\alpha}^{R}$ are strictly convex at $\bar{x}$ for all $\alpha \in[0,1]$.

## Lemma 1

[22] Let $\left\{K_{t}, t \in T\right\}$ be an arbitrary collection of nonempty convex sets in $\mathbb{R}^{n}$ and $K=\operatorname{pos}\left(\bigcup_{t \in T} K_{t}\right)$. Then, for any $k \in K \backslash\{0\}$, there exist $\ell \leq n,\left\{t_{j}\right\}_{j=1, \ldots, \ell} \subset T, \lambda=\left(\lambda_{t_{1}}, \ldots, \lambda_{t_{\ell}}\right) \in \mathbb{R}_{+}^{\ell}$ and $k_{t_{j}} \in K_{t_{j}}(j=1, \ldots, \ell)$ such that $k=\sum_{j=1}^{\ell} \lambda_{t_{j}} k_{t_{j}}$.

## Lemma 2

[6] Suppose that $U, V$ are arbitrary (not necessary finite) index sets, $a_{u}=a(u)=\left(a_{1}(u), \ldots, a_{n}(u)\right)$ maps $S$ onto $\mathbb{R}^{n}$, and so does $a_{v}$. Assume further that $\operatorname{co}\left\{a_{u}, u \in U\right\}+\operatorname{pos}\left\{a_{v}, v \in V\right\}$ is a closed set. Then, the following two statements are equivalent:

$$
\begin{array}{rlrl}
I: & \left\{\begin{array}{ll}
\left\langle a_{u}, x\right\rangle & <0, u \in U, U \neq \emptyset \\
\left\langle a_{v}, x\right\rangle & \leq 0, v \in V
\end{array} \quad \text { has no solution } x \in \mathbb{R}^{n} ;\right. \\
I I: & 0 & \in \operatorname{co}\left\{a_{u}, u \in U\right\}+\operatorname{pos}\left\{a_{v}, v \in V\right\}
\end{array}
$$

## Lemma 3

[8] If $X$ is a nonempty compact subset of $\mathbb{R}^{n}$, then,
(i) $\operatorname{co} X$ is a compact set;
(ii) If $0 \notin \operatorname{co} X$, then $\operatorname{pos} X$ is a closed cone.

## 3. KKT optimality conditions

In this section, we consider the semi-infinite programming with multiple fuzzy-valued objective functions as follows:
(P) $\left.\frac{\dot{\min }}{\left(\tilde{f}_{1}\right.}(x), \ldots, \widetilde{f}_{m}(x)\right)$

$$
\text { s.t. } g_{t}(x) \leq 0, \quad t \in T
$$

where $\widetilde{f}_{i}: \mathbb{R}^{n} \rightarrow \mathbf{F}_{C}(\mathbb{R})(i \in I:=\{1, \ldots, m\})$ are level-wise continuously differentiable fuzzy-valued functions and $g_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}(t \in T)$ are continuously differentiable functions. The index set $T$ is an arbitrary nonempty set, possibly infinite. The feasible solution set of $(\mathrm{P})$ is indicated by

$$
\mathcal{S}:=\left\{x \in \mathbb{R}^{n} \mid g_{t}(x) \leq 0, t \in T\right\} .
$$

Designate $\mathbb{R}_{+}^{|T|}$ the set of all the functions $\lambda: T \rightarrow \mathbb{R}$ taking values $\lambda_{t}$ 's positive only at finitely many points of $T$, and equal to zero at the other points. For a given $\bar{x} \in \mathcal{S}$, we denote by $T(\bar{x}):=\left\{t \in T \mid g_{t}(\bar{x})=0\right\}$ the index set of all active constraints at $\bar{x}$. The collection of active constraint multipliers at $\bar{x} \in \mathcal{S}$ is

$$
\Lambda(\bar{x}):=\left\{\lambda \in \mathbb{R}_{+}^{|T|} \mid \lambda_{t} g_{t}(\bar{x})=0, \forall t \in T\right\}
$$

Notice that $\lambda \in \Lambda(\bar{x})$ if there exists a finite index set $K \subset T(\bar{x})$ such that $\lambda_{t}>0$ for all $t \in K$ and $\lambda_{t}=0$ for all $t \in T \backslash K$.

## Definition 8

Let $\bar{x} \in \mathcal{S}$ and $\mathbf{U}(\bar{x})$ be the set of neighborhoods of $\bar{x}$.
(i) [32] $\bar{x}$ is a locally strongly efficient solution of $(\mathrm{P})$, denoted by $\bar{x} \in \operatorname{loc} S E(P, 1)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U \backslash\{\bar{x}\}$ satisfying $\widetilde{f}_{i}(x) \leqq \widetilde{f}_{i}(\bar{x}) \forall i \in I$.
(ii) $[32,19] \bar{x}$ is a locally (Pareto) type-1 efficient solution of (P), denoted by $\bar{x} \in \operatorname{loc} E(P, 1)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ fulfilling

$$
\begin{cases}\widetilde{f}_{i}(x) \leqq \widetilde{f}_{i}(\bar{x}) & \forall i \in I \\ \widetilde{f}_{i_{0}}(x) \leq \widetilde{f}_{i_{0}}(\bar{x}) & \text { for at least one } i_{0} \in I\end{cases}
$$

(iii) $[32,19] \bar{x}$ is a locally weakly type-1 efficient solution of $(\mathrm{P})$, denoted by $\bar{x} \in \operatorname{loc} W E(P, 1)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ fulfilling $\widetilde{f}_{i}(x) \leq \widetilde{f}_{i}(\bar{x}) \forall i \in I$.
(iv) [19] $\bar{x}$ is a locally (Pareto) type-2 efficient solution of (P), denoted by $\bar{x} \in \operatorname{loc} E(P, 2)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ fulfilling

$$
\begin{cases}\widetilde{f}_{i}(x) \leqq \widetilde{f}_{i}(\bar{x}) & \forall i \in I \\ \widetilde{f}_{i_{0}}(x) \leqq s \widetilde{f}_{i_{0}}(\bar{x}) & \text { for at least one } i_{0} \in I\end{cases}
$$

(v) [19] $\bar{x}$ is a locally weakly type-2 efficient solution of $(\mathrm{P})$, denoted by $\bar{x} \in \operatorname{loc} W E(P, 2)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ fulfilling $\widetilde{f}_{i}(x) \leqq s \widetilde{f}_{i}(\bar{x}) \forall i \in I$.
(vi) $\bar{x}$ is a locally (Pareto) type-3 efficient solution of (P), denoted by $\bar{x} \in \operatorname{loc} E(P, 2)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ fulfilling

$$
\begin{cases}\widetilde{f}_{i}(x) \leqq \widetilde{f}_{i}(\bar{x}) & \forall i \in I \\ \widetilde{f}_{i_{0}}(x)<^{s} \widetilde{f}_{i_{0}}(\bar{x}) & \text { for at least one } i_{0} \in I\end{cases}
$$

(vii) $\bar{x}$ is a locally weakly type- 3 efficient solution of $(\mathrm{P})$, denoted by $\bar{x} \in \operatorname{loc} W E(P, 3)$, if there exists $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ satisfying $\widetilde{f}_{i}(x)<^{s} \widetilde{f}_{i}(\bar{x}) \forall i \in I$.

If $U=\mathbb{R}^{n}$, the word "locally" is omitted. In this case, the strongly efficient solution sets is denoted by $S E(P, 1)$ and so are the other efficient solution sets.

## Remark 5

If $\widetilde{f}_{i}: \mathbb{R}^{n} \rightarrow \mathbf{F}_{C}(\mathbb{R})$ satisfying $\widetilde{f}_{i}=\chi_{\{f\}}(i \in I:=\{1, \ldots, m\})$, i.e., $\widetilde{f}_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a crisp function, then
(i) fuzzy type-1 efficient $\equiv$ fuzzy type-2 efficient $\equiv$ fuzzy type- 3 efficient $\equiv$ crisp efficient solution, see e.g. [14];
(ii) fuzzy weakly type-1 efficient $\equiv$ fuzzy weakly type-2 efficient $\equiv$ fuzzy weakly type-3 efficient $\equiv$ crisp weakly efficient solution, see e.g. [14];
(iii) fuzzy strongly efficient $\equiv$ crisp strictly efficient solution, see Definition 3.2 in [9].

## Remark 6

The following relations are immediate:
(i) [32] $S E(P, 1) \subseteq E(P, 1) \subseteq W E(P, 1)$;
(ii) [19] $E(P, 1) \subseteq E(P, 2) \subseteq W E(P, 1)$ and $E(P, 1) \subseteq W E(P, 1) \subseteq W E(P, 2)$;
(iii) $W E(P, 1) \subseteq W E(P, 2) \subseteq W E(P, 3)$;
(iv) $E(P, 1) \subseteq E(P, 2) \subseteq E(P, 3) \subseteq W E(P, 3)$;
(v) If $m=1$, then $E(P, 1) \equiv W E(P, 1), E(P, 2) \equiv W E(P, 2)$ and $E(P, 3) \equiv W E(P, 3)$.

The concepts of efficient solutions in Definition 8 are distinct as in the following examples.

## Example 1

Consider the following problem (P)

$$
\widetilde{\min }\left(\widetilde{f}_{1}(x), \widetilde{f}_{2}(x)\right)=\left((1,1,1) \widetilde{\times} \widetilde{\mathbf{I}}_{\left\{x_{1}^{2}\right\}} \widetilde{+}(0,0,1) \widetilde{\times} \widetilde{\mathbf{I}}_{\left\{x_{2}^{2}\right\}},(1,1,1) \widetilde{\times} \widetilde{\mathbf{I}}_{\left\{x_{1}^{2}\right\}} \widetilde{+}(1,2,4,6) \widetilde{\times} \widetilde{\mathbf{I}}_{\left\{x_{2}\right\}}\right)
$$

s.t. $g_{t}(x)=-x_{1}+t \leq 0, \quad t \in[-1,0]$.

Then, $\mathcal{S}=\mathbb{R}_{+} \times \mathbb{R}$ and, for $x \in \mathcal{S}$,

$$
\begin{gathered}
\left(\tilde{f}_{1}\right)_{\alpha}(x)=\left[x_{1}^{2}, x_{1}^{2}+(1-\alpha) x_{2}^{2}\right] \\
\left(\tilde{f}_{2}\right)_{\alpha}(x)= \begin{cases}{\left[x_{1}^{2}+(1-\alpha) x_{2}, x_{1}^{2}+(6-2 \alpha) x_{2}\right],} & \text { if } x_{2} \geq 0 \\
{\left[x_{1}^{2}+(6-2 \alpha) x_{2}, x_{1}^{2}+(1-\alpha) x_{2}\right],} & \text { if } x_{2}<0\end{cases}
\end{gathered}
$$

Picking $\bar{x}=(0,1) \in \mathcal{S}$, one has

$$
\begin{equation*}
\left(\widetilde{f}_{1}\right)_{\alpha}(x)=\left[x_{1}^{2}, x_{1}^{2}+(1-\alpha) x_{2}^{2}\right] \nless_{L R}^{s}[0,1-\alpha]=\left(\widetilde{f}_{1}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1], \tag{1}
\end{equation*}
$$

leading that there is no $x \in \mathcal{S}$ fulfilling $\widetilde{f}_{1}(x) \leqq \widetilde{f}_{1}(\bar{x})$, and hence, $\bar{x} \in W E(P, 2) \subset W E(P, 3)$. However, for $\hat{x}=(0,-1) \in \mathcal{S}$, we have

$$
\left\{\begin{array}{l}
\left(\widetilde{f}_{1}\right)_{\alpha}(\hat{x})=[0,-(1-\alpha)]<_{L R}[0,1-\alpha]=\left(\widetilde{f}_{1}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1], \\
\left(\widetilde{f}_{2}\right)_{\alpha}(\hat{x})=[-(6-\alpha),-(1+\alpha)]<_{L R}[1+\alpha, 6-2 \alpha]=\left(\widetilde{f}_{2}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1],
\end{array}\right.
$$

leading that there is $\hat{x} \in \mathcal{S}$ such that $\widetilde{f}_{i}(\hat{x}) \leq \widetilde{f}_{i}(\bar{x}), \forall i \in I$. Thus, $\bar{x} \notin W E(P, 1)$ and hence, $W E(P, 1) \varsubsetneqq$ $W E(P, 2)$.

Further, we also get

$$
\left\{\begin{array}{l}
\left(\widetilde{f}_{1}\right)_{\alpha}(\hat{x})=[0,-(1-\alpha)] \leq_{L R}[0,1-\alpha]=\left(\widetilde{f}_{1}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \\
\left(\widetilde{f}_{2}\right)_{\alpha}(\hat{x})=[-(6-\alpha),-(1+\alpha)] \leq_{L R}[1+\alpha, 6-2 \alpha]=\left(\widetilde{f}_{2}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1]
\end{array}\right.
$$

and, for $\bar{\alpha}=1$,

$$
\left(\widetilde{f}_{2}\right)_{\bar{\alpha}}(\hat{x})=[-5,-2]<_{L R}^{s}[2,4]=\left(\widetilde{f}_{2}\right)_{\bar{\alpha}}(\bar{x})
$$

entailing that there is $\hat{x} \in \mathcal{S}$ such that $\widetilde{f}_{i}(\hat{x}) \leqq \widetilde{f}_{i}(\bar{x}), \forall i \in I$ and $\widetilde{f}_{2}(\hat{x}) \leqq s \widetilde{f}_{2}(\bar{x})$. Thus, $\bar{x} \notin E(P, 2)$ and hence, $E(P, 2) \varsubsetneqq W E(P, 2)$.

On the other hand, we also arrive at

$$
\left\{\begin{array}{l}
\left(\widetilde{f}_{2}\right)_{\alpha}(\hat{x})=[-(6-\alpha),-(1+\alpha)]<_{L R}[1+\alpha, 6-2 \alpha]=\left(\widetilde{f}_{2}\right)_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \\
\left(\widetilde{f}_{2}\right)_{\bar{\alpha}}(\hat{x})=[-5,-2]<_{L R}^{s}[2,4]=\left(\widetilde{f}_{2}\right)_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=1
\end{array}\right.
$$

which in turn implies the existence of $\hat{x} \in \mathcal{S}$ such that $\tilde{f}_{i}(\hat{x}) \leqq \tilde{f}_{i}(\bar{x}), \forall i \in I$ and $\tilde{f}_{2}(\hat{x})<^{s} \widetilde{f}_{2}(\bar{x})$. So, $\bar{x} \notin E(P, 3)$, and hence, $E(P, 3) \varsubsetneqq W E(P, 3)$.

## Example 2

Consider the following problem ( P )
$\widetilde{\min } \widetilde{f}(x)=(-1,-1,0) \widetilde{\times} \widetilde{\mathbf{I}}_{\{x\}}$
s.t. $g_{t}(x)=-x+t \leq 0, \quad t \in[-1,0]$.

Then, $\mathcal{S}=\mathbb{R}_{+}$and $\widetilde{f}_{\alpha}(x)=[-1,-\alpha] x$. Let $\bar{x}=0 \in \mathcal{S}$. Since there exist $x=1 \in \mathcal{S}$ such that

$$
\left\{\begin{array}{l}
\widetilde{f}_{\alpha}(x)=[-1,-\alpha] \leq_{L R}[0,0]=\widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \\
\widetilde{f}_{\bar{\alpha}}(x)<_{L R}^{s} \widetilde{f}_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=\frac{1}{2} \in[0,1]
\end{array}\right.
$$

one derives the existence of $x=1 \in \mathcal{S}$ such that $\widetilde{f}(x) \leqq^{s}\left(\tilde{f}_{i}\right)(\bar{x})$. Thus, $\bar{x} \notin W E(P, 2)$. Nevertheless, since

$$
\widetilde{f}_{\bar{\alpha}}(x)=[-1,0] \not_{L R}^{s}[0,0]=\widetilde{f}_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=0 \in[0,1] \forall x \in \mathcal{S},
$$

one has, for all $x \in \mathcal{S}, \widetilde{f}_{\alpha}(x) \not_{L R}^{s} \widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1]$. This implies that there is no $x \in \mathcal{S}$ satisfying $\widetilde{f}(x)<^{s} \widetilde{f}(\bar{x})$, i.e., $\bar{x} \in W E(P, 3)$. Hence, $W E(P, 2) \varsubsetneqq W E(P, 3)$. Furthermore, by invoking Remark 6 (v), one yields $E(P, 2) \varsubsetneqq$ $E(P, 3)$.

## Example 3

Consider the following problem ( P )
$\widetilde{\min } \widetilde{f}(x)=(-1,-1,0) \widetilde{\times} \widetilde{\mathbf{I}}_{\{x\}}$
s.t. $g_{t}(x)=-x+t \leq 0, \quad t \in[-1,0]$.

Then, $\mathcal{S}=\mathbb{R}_{+}$and $\widetilde{f}_{\alpha}(x)=[-1,-\alpha] x$. Let us choose $\bar{x}=0 \in \mathcal{S}$. Since there exist $x=1 \in \mathcal{S}$ such that

$$
\left\{\begin{array}{l}
\widetilde{f}_{\alpha}(x)=[-1,-\alpha] \leq_{L R}[0,0]=\widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \\
\widetilde{f}_{\bar{\alpha}}(x)<_{L R}^{s} \widetilde{f}_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=\frac{1}{2} \in[0,1]
\end{array}\right.
$$

one infers the existence of $x=1 \in \mathcal{S}$ such that $\widetilde{f}(x) \leqq s\left(\widetilde{f}_{i}\right)(\bar{x})$. Thus, $\bar{x} \notin W E(P, 2)$. Nonetheless, since

$$
\widetilde{f}_{\bar{\alpha}}(x)=[-1,0] \not_{L R}^{s}[0,0]=\widetilde{f}_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=0 \in[0,1], \forall x \in \mathcal{S},
$$

one gets, for all $x \in \mathcal{S}, \widetilde{f}_{\alpha}(x) \not \not_{L R}^{s} \widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1]$. This implies that there is no $x \in \mathcal{S}$ satisfying $\widetilde{f}(x)<^{s} \widetilde{f}(\bar{x})$, i.e., $\bar{x} \in W E(P, 3)$. Hence, $W E(P, 2) \varsubsetneqq W E(P, 3)$. In addition, by virtue of Remark 6 (v), one yields $E(P, 2) \varsubsetneqq$ $E(P, 3)$.

## Example 4

Consider the following problem (P)
$\widetilde{\min } \widetilde{f}(x)=(-2,-1,0,0) \widetilde{\overline{\mathbf{I}}}_{\{x\}}$,
s.t. $g_{t}(x)=-x+t \leq 0, \quad t \in[-1,0]$.

Then, $\mathcal{S}=\mathbb{R}_{+}$and $\widetilde{f}_{\alpha}(x)=[-2+\alpha, 0] x, \forall \alpha \in[0,1]$. Let $\bar{x}=0 \in \mathcal{S}$. Since there exists $x=1 \in \mathcal{S}$ such that

$$
\left\{\begin{array}{l}
\widetilde{f}_{\alpha}(x)=[-2+\alpha, 0] \leq_{L R}[0,0]=\widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \\
\widetilde{f}_{\bar{\alpha}}(x)=\left[-\frac{3}{2}, 0\right]<_{L R}[0,0]=\widetilde{f}_{\bar{\alpha}}(\bar{x}), \bar{\alpha}=\frac{1}{2} \in[0,1]
\end{array}\right.
$$

one gets that $\widetilde{f}(x) \leq \widetilde{f}(\bar{x})$, which in turn shows that $\bar{x} \notin W E(P, 1)$. But, there is no $x \in \mathcal{S}$ satisfying $\widetilde{f}(x) \leqq s \widetilde{f}(\bar{x})$, since

$$
\widetilde{f}_{\alpha}(x)=[(-2+\alpha) x, 0] \nless L_{s}^{s}[0,0]=\widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1] .
$$

Thus, $\bar{x} \in W E(P, 2)$. Therefore, $W E(P, 1) \varsubsetneqq W E(P, 2)$. Additionally, employing Remark 6 (v) gives us $E(P, 1) \varsubsetneqq E(P, 2)$.

## Example 5

Consider the following problem (P)
$\widetilde{\min } \widetilde{f}(x)=(0,0,1,1)$
s.t. $g_{t}(x)=-x+t \leq 0, \quad t \in[-1,0]$.

Then, $\mathcal{S}=\mathbb{R}_{+}$and $\widetilde{f}_{\alpha}(x)=[0,1], \forall \alpha \in[0,1]$. Taking $\bar{x}=0 \in \mathcal{S}$ and $x=1 \in \mathcal{S} \backslash\{\bar{x}\}$, one has

$$
\begin{equation*}
\widetilde{f}_{\alpha}(x)=[0,1] \leq_{L R}[0,1]=\widetilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1] \tag{2}
\end{equation*}
$$

leading that $\widetilde{f}(x) \leqq \widetilde{f}(\bar{x})$ and hence, $\bar{x} \notin S E(P, 1)$. However, for any $x \in \mathcal{S}$,

$$
\tilde{f}_{\alpha}(x) \nless_{L R} \tilde{f}_{\alpha}(\bar{x}) \forall \alpha \in[0,1],
$$

deducing that there is no $x \in \mathcal{S}$ such that $\widetilde{f}_{\bar{\alpha}}(x)<_{L R} \widetilde{f}_{\bar{\alpha}}(\bar{x})$ for some $\bar{\alpha} \in[0,1]$, i.e., $\widetilde{f}(x) \leq \widetilde{f}(\bar{x})$. Thus, $\bar{x} \in$ $E(P, 1)$, and hence, $S E(P, 1) \varsubsetneqq E(P, 1)$.

Now, we recall the following constraint qualification in [6], which are similar to Abadie constraint qualification in the literature. For others constraint qualifications and their relations, see e.g. [7] and references therein.

## Definition 9

The (ACQ) holds at $\bar{x} \in \mathcal{S}$ if $\left(\bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})\right)^{-} \subseteq \mathcal{T}(\mathcal{S}, \bar{x})$ and $\Delta:=\operatorname{pos} \bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})$ is a closed set.
In the following, we will establish the Karush-Kuhh-Tucker necessary optimality condition for a locally weakly type-3 efficient solution of $(\mathrm{P})$. In view of Remark 6, this necessary optimality is also the necessary optimality for others efficient solutions of $(\mathrm{P})$. The KKT necessary condition could be employed to reject a feasible point as an efficient solution. It is also utilized as a condition in strong duality relations between the primal problem and the dual problem in optimization.

## Proposition 3

Assume that $\bar{x} \in \operatorname{loc} W E(P, 3)$ and (ACQ) holds at $\bar{x}$. Then, there exist nonnegative real-valued functions $\xi_{i}^{L}, \xi_{i}^{R}(i \in I)$ defined in $[0,1]$ with $\sum_{i \in I} \xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)=1$ for all $\alpha \in[0,1]$ and nonnegative functions $\lambda_{t}(t \in T)$ defined in $[0,1]$ with $\lambda:=\left(\lambda_{t}\right)_{t \in T} \in \Lambda(\bar{x})$ such that

$$
\sum_{i \in I}\left(\xi_{i}^{L}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})+\xi_{i}^{R}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\sum_{t \in T} \lambda_{t}(\alpha) \nabla g_{t}(\bar{x})=0, \forall \alpha \in[0,1]
$$

Proof
We derive from $\bar{x} \in \operatorname{loc} W E(P, 3)$ the existence $U \in \mathbf{U}(\bar{x})$ such that there is no $x \in \mathcal{S} \cap U$ satisfying $\widetilde{f}_{i}(x)<^{s}$ $\widetilde{f_{i}}(\bar{x}) \forall i \in I$, or equivalently,

$$
\begin{equation*}
\left(\widetilde{f}_{i}\right)_{\alpha}(x)<_{L R}^{s}\left(\widetilde{f}_{i}\right)_{\alpha}(\bar{x}) \forall i \in I, \forall \alpha \in[0,1] \tag{3}
\end{equation*}
$$

We first justify that

$$
\begin{equation*}
\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)^{s} \cap \mathcal{T}(\mathcal{S}, \bar{x})=\emptyset, \forall \alpha \in[0,1] \tag{4}
\end{equation*}
$$

There are only two possible cases here:

Case 1. $\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x})=0 \quad$ (or $\left.\quad \nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x})=0\right) \quad$ for $\quad$ some $\quad i_{0} \in I \quad$ and $\quad \bar{\alpha} \in[0,1]$. Then, one has $\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)^{s}=\emptyset$, leading that (4) holds.
Case 2. $\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \neq 0$ and $\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}) \neq 0$ for all $i \in I$, for all $\alpha \in[0,1]$. Suppose to the contrary that (4) is false. Then, there exists $\bar{\alpha} \in[0,1]$ such that

$$
\left(\bigcup_{i \in I} \nabla\left(\tilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}) \cup \nabla\left(\tilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x})\right)^{s} \cap \mathcal{T}(\mathcal{S}, \bar{x}) \neq \emptyset
$$

Therefore, we ensure the existence of

$$
d \in\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x})\right)^{s} \cap \mathcal{T}(\mathcal{S}, \bar{x})
$$

for some $\bar{\alpha} \in[0,1]$. This implies that $\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}), d\right\rangle<0$ and $\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x}), d\right\rangle<0$ for all $i \in I$. As $d \in \mathcal{T}(\mathcal{S}, \bar{x})$, there exist $\tau_{\ell} \downarrow 0$ and $d_{\ell} \rightarrow d$ such that $\bar{x}+\tau_{\ell} d_{\ell} \in \mathcal{S}$ for all $\ell$. We derive from the fact $\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(i \in I)$ are continuously differentiable at $\bar{x}$ that

$$
\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)=\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x})+\tau_{\ell}\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}), d_{\ell}\right\rangle+o\left(\tau_{\ell}\left\|d_{\ell}\right\|\right) \forall i \in I
$$

Consequently, for all $i \in I$,

$$
\frac{\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)-\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x})}{\tau_{\ell}}=\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}), d_{\ell}\right\rangle+\frac{o\left(\tau_{\ell}\left\|d_{\ell}\right\|\right)}{\tau_{\ell}} \rightarrow\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}), d\right\rangle<0
$$

when $\ell \rightarrow \infty$. Thus, for each $i \in I$, there exists $\ell_{i}^{L}>0$ such that

$$
\frac{\left(\tilde{f}_{i}\right)_{\bar{\alpha}}^{L}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)-\left(\tilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x})}{\tau_{\ell}}<0 \forall \ell>\ell_{i}^{L}
$$

Setting $\bar{\ell}^{L}=\max _{i \in I} \ell_{i}^{L}$, we have

$$
\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)<\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}) \forall \ell>\bar{\ell}^{L}, \forall i \in I
$$

Similarly, there exists $\bar{l}^{R}>0$ such that

$$
\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)<\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x}) \forall \ell>\bar{\ell}^{R}, \forall i \in I
$$

Designating $\bar{\ell}:=\max \left\{\bar{\ell}^{L}, \bar{\ell}^{R}\right\}$, we assure the existence of $\ell>\bar{\ell}$ large enough such that $\bar{x}+\tau_{\ell} d_{\ell} \in \mathcal{S} \cap U$ and

$$
\left\{\begin{array}{l}
\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)<\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{L}(\bar{x}) \forall i \in I \\
\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)<\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}^{R}(\bar{x}) \forall i \in I
\end{array}\right.
$$

i.e., $\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}\left(\bar{x}+\tau_{\ell} d_{\ell}\right)<_{L R}^{s}\left(\widetilde{f}_{i}\right)_{\bar{\alpha}}(\bar{x}), \forall i \in I$, which contradicts (3). Therefore, (4) holds for Case 2, and hence, (4) holds for the both possible cases.

We deduce from (4)and (ACQ) that, $\forall \alpha \in[0,1]$,

$$
\left(\bigcup_{i \in I} \nabla\left(\tilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\tilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)^{s} \cap\left(\bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})\right)^{-} \subset\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)^{s} \cap \mathcal{T}(\mathcal{S}, \bar{x})=\emptyset
$$

This leads that there is no $d \in \mathbb{R}^{n}$ such that, for all $\alpha \in[0,1]$,

$$
\left\{\begin{array}{l}
\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}), d\right\rangle<0 \forall i \in I, \\
\left\langle\nabla\left(\widetilde{f}_{i}\right){ }_{\alpha}^{R}(\bar{x}), d\right\rangle<0 \forall i \in I, \\
\left\langle\nabla g_{t}(\bar{x}), d\right\rangle \leq 0, \forall t \in T(\bar{x}) .
\end{array}\right.
$$

Moreover, it follows from Lemma 3 that $\operatorname{co}\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)$ is a compact set, and thus, co $\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\Delta$ is closed. Thanks to Lemma 2, one has

$$
0 \in \operatorname{co}\left(\bigcup_{i \in I} \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \cup \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\operatorname{pos} \bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x}),
$$

for all $\alpha \in[0,1]$. From Lemma 1, there exist $\xi_{i}^{L}(\alpha), \xi_{i}^{R}(\alpha) \in \mathbb{R}_{+}$with $\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ and $\lambda(\alpha) \in \Lambda(\bar{x})$ such that

$$
\sum_{i \in I}\left(\xi_{i}^{L}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})+\xi_{i}^{R}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\sum_{t \in T} \lambda_{t}(\alpha) \nabla g_{t}(\bar{x})=0
$$

for all $\alpha \in[0,1]$. Denoting $\xi_{i}^{L}, \xi_{i}^{R}:[0,1] \rightarrow \mathbb{R}_{+}(i \in I)$ with $\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ for all $\alpha \in[0,1]$ and $\lambda:=$ $\left(\lambda_{t}\right)_{t \in T}$ with $\lambda_{t}:[0,1] \rightarrow \mathbb{R}_{+}(t \in T)$, the conclusion is obtained.

In the next part, the KKT sufficient optimality condition for the weakly type-3 efficient solution and the strongly efficient solution of $(\mathrm{P})$ are established under some convexity assumptions. It is well known that the KKT sufficient optimality condition gives the test for a feasible point to be an optimal solution of optimization problems, which is a necessary condition in building algorithms to solve optimization problems.

## Proposition 4

Let $\bar{x} \in \mathcal{S}$. Assume that, for each $i \in I$, there exist nonnegative real-valued functions $\xi_{i}^{L}, \xi_{i}^{R}$ defined in $[0,1]$ with $\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ for all $\alpha \in[0,1]$ and nonnegative functions $\lambda_{t}(t \in T)$ defined in $[0,1]$ with $\lambda:=$ $\left(\lambda_{t}\right)_{t \in T} \in \Lambda(\bar{x})$ such that

$$
\begin{equation*}
\sum_{i \in I}\left(\xi_{i}^{L}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})+\xi_{i}^{R}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\sum_{t \in T} \lambda_{t}(\alpha) \nabla g_{t}(\bar{x})=0 \tag{5}
\end{equation*}
$$

for all $\alpha \in[0,1]$. Then,
(i) If $\widetilde{f}_{\tilde{i}}(i \in I)$ are convex at $\bar{x}$ and $g_{t}(t \in T)$ are convex at $\bar{x}$, then $\bar{x} \in W E(P, 3)$;
(ii) If $\widetilde{f}_{i}(i \in I)$ are strongly convex at $\bar{x}$ and $g_{t}(t \in T)$ are convex at $\bar{x}$, then $\bar{x} \in S E(P, 1)$.

## Proof

Since, $\bar{x} \in \mathcal{S}$ fulfilling (5), there exists a finite subset $J_{\alpha}$ of $T(\bar{x})$ such that

$$
\begin{equation*}
\sum_{t \in J_{\alpha}} \lambda_{t}(\alpha) \nabla g_{t}(\bar{x})=-\sum_{i \in I}\left(\xi_{i}^{L}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})+\xi_{i}^{R}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right) \tag{6}
\end{equation*}
$$

for each $\alpha \in[0,1]$.
(i) Reasoning ad absurdum, assume that $\bar{x}$ is not a weakly type-3 efficient solution of ( P ). Then, there exists $\hat{x} \in \mathcal{S}$ satisfying $\widetilde{f}_{i}(\hat{x})<^{s} \widetilde{f}_{i}(\bar{x}), \forall i \in I$, or equivalently,

$$
\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x})<\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \text { and }\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x})<\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}),
$$

for all $i \in I$ and for all $\alpha \in[0,1]$. The above inequalities together with the fact that, for each $i \in I, \xi_{i}^{L}, \xi_{i}^{R}$ are nonnegative real-valued functions in $[0,1]$ satisfying $\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ for all $\alpha \in[0,1]$ implies that

$$
\begin{equation*}
\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)\left(\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})\right)+\xi_{i}^{R}(\alpha)\left(\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)\right)<0, \tag{7}
\end{equation*}
$$

for all $\alpha \in[0,1]$. It follows from the convexity of $\widetilde{f}_{i}(i \in I)$ at $\bar{x}$, Remark 2 and Remark 4, one has

$$
\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \geq\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}), \hat{x}-\bar{x}\right\rangle, \text { and }\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}) \geq\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}), \hat{x}-\bar{x}\right\rangle,
$$

for all $i \in I$ and $\alpha \in[0,1]$. Hence, combining the above inequalities, (6) and (7) leads us that

$$
\begin{align*}
& \sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left\langle\nabla g_{t}(\bar{x}), \hat{x}-\bar{x}\right\rangle \\
&=-\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}), \hat{x}-\bar{x}\right\rangle+\xi_{i}^{R}(\alpha)\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}), \hat{x}-\bar{x}\right\rangle\right)>0, \alpha \in[0,1] . \tag{8}
\end{align*}
$$

On the other hand, since $\hat{x} \in \mathcal{S}$ and $g_{t}(\bar{x})=0$ for all $t \in J_{\alpha}$ for each $\alpha \in[0,1]$, we get $g_{t}(\hat{x}) \leq g_{t}(\bar{x}), \forall t \in J_{\alpha}$ for each $\alpha \in[0,1]$. Therefore, by the convexity of $g_{t}(t \in T)$ at $\bar{x}$, one concludes that for each $\alpha \in[0,1]$,

$$
\sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left\langle\nabla g_{t}(\bar{x}), \hat{x}-\bar{x}\right\rangle \leq \sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left(g_{t}(\hat{x})-g_{t}(\bar{x})\right) \leq 0,
$$

which contradicts (8).
(ii) Arguing by contradiction, suppose that $\bar{x}$ is not a strongly efficient solution of (P). Then, there exists a $\hat{x} \in \mathcal{S} \backslash\{\bar{x}\}$ satisfying $\left(\widetilde{f_{i}}\right)(\hat{x}) \leqq\left(\widetilde{f}_{i}\right)(\bar{x}), \forall i \in I$, or equivalently,

$$
\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x}) \leq\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}) \text { and }\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x}) \leq\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})
$$

for all $i \in I$ and $\alpha \in[0,1]$. The above inequalities along with the fact that, for each $i \in I, \xi_{i}^{L}, \xi_{i}^{R}$ are nonnegative real-valued functions in $[0,1]$ with $\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ for all $\alpha \in[0,1]$ deduces that

$$
\begin{equation*}
\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)\left(\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})\right)+\xi_{i}^{R}(\alpha)\left(\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)\right) \leq 0 \tag{9}
\end{equation*}
$$

for all $\alpha \in[0,1]$. It follows from the strong convexity of $\widetilde{f}_{i}(i \in I)$ at $\bar{x}, \hat{x} \neq \bar{x}$, Remark 2 and Remark 4 that for all $i \in I$, it holds:

$$
\begin{aligned}
& \left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})>\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}), \hat{x}-\bar{x}\right\rangle, \alpha \in[0,1] \\
& \left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\hat{x})-\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})>\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}), \hat{x}-\bar{x}\right\rangle, \alpha \in[0,1] .
\end{aligned}
$$

Hence, the above inequality, (6) and (8) tell us that, for each $\alpha \in[0,1]$,

$$
\begin{align*}
& \sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left\langle\nabla g_{t}(\bar{x}), \hat{x}-\bar{x}\right\rangle \\
&=-\sum_{i \in I}\left(\xi_{i}^{L}(\alpha)\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x}), \hat{x}-\bar{x}\right\rangle+\xi_{i}^{R}(\alpha)\left\langle\nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x}), \hat{x}-\bar{x}\right\rangle\right)>0 . \tag{10}
\end{align*}
$$

On the other hand, since $\hat{x} \in \mathcal{S}$ and $g_{t}(\bar{x})=0$ for all $t \in J_{\alpha}$ for each $\alpha \in[0,1]$, one yields $g_{t}(\hat{x}) \leq g_{t}(\bar{x}), \forall t \in J_{\alpha}$ for each $\alpha \in[0,1]$. By invoking the convexity of $g_{t}(t \in T)$ at $\bar{x}$, one has

$$
\sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left\langle\nabla g_{t}(\bar{x}), \hat{x}-\bar{x}\right\rangle \leq \sum_{t \in J_{\alpha}} \lambda_{t}(\alpha)\left(g_{t}(\hat{x})-g_{t}(\bar{x})\right) \leq 0,
$$

contradicting with (10).

## Example 6

Let $\widetilde{f}_{1}, \widetilde{f}_{2}: \mathbb{R}^{n} \rightarrow \mathbf{F}_{C}(\mathbb{R})$ be defined respectively by

$$
\begin{gathered}
\widetilde{f}_{1}(x)=\left(\widetilde{\mathbf{I}}_{\left\{x_{1}\right\}} \widetilde{+}(-4,-3,-2)\right) \widetilde{\times}\left(\widetilde{\mathbf{I}}_{\left\{x_{1}\right\}} \widetilde{+}(-4,-3,-2)\right) \\
\widetilde{+}\left(\widetilde{\mathbf{I}}_{\left\{x_{2}\right\}} \widetilde{f}(-5,-4,-2)\right) \widetilde{\times}\left(\widetilde{\mathbf{I}}_{\left\{x_{2}\right\}} \widetilde{+}(-5,-4,-2)\right),
\end{gathered}
$$

and

$$
\begin{aligned}
\widetilde{f}_{2}(x)= & \left(\widetilde{\mathbf{I}}_{\left\{x_{1}\right\}} \tilde{+}\left(-\frac{7}{2},-3,-2\right)\right) \widetilde{\times}\left(\widetilde{\mathbf{I}}_{\left\{x_{1}\right\}} \widetilde{+}\left(-\frac{7}{2},-3,-2\right)\right) \\
& \widetilde{+}\left(\widetilde{\mathbf{I}}_{\left\{x_{2}\right\}} \widetilde{+}(-5,-4,-2)\right) \widetilde{\times}\left(\widetilde{\mathbf{I}}_{\left\{x_{2}\right\}} \widetilde{+}(-5,-4,-2)\right) .
\end{aligned}
$$

Consider the following problem (P)
$\widetilde{\min }\left(\widetilde{f}_{1}(x), \widetilde{f}_{2}(x)\right)$
s.t. $g_{t}(x)=6-t x_{1}+(t-1) x_{2} \leq 0, \quad t \in T=[0,1]$.

Then, $\mathcal{S}=\left\{x \in \mathbb{R}^{2} \mid 6-x_{2} \leq 0,6-x_{1} \leq 0\right\}=[6,+\infty) \times[6,+\infty)$ and

$$
\begin{gathered}
\left(\widetilde{f}_{1}\right)_{\alpha}(x)=\left[\left(x_{1}-4+\alpha\right)^{2}+\left(x_{2}-5+\alpha\right)^{2},\left(x_{1}-2-\alpha\right)^{2}+\left(x_{2}-2-2 \alpha\right)^{2}\right], \\
\left(\widetilde{f}_{2}\right)_{\alpha}(x)=\left[\left(x_{1}-\frac{7}{2}+\frac{1}{2} \alpha\right)^{2}+\left(x_{2}-5+\alpha\right)^{2},\left(x_{1}-2-\alpha\right)^{2}+\left(x_{2}-2-2 \alpha\right)^{2}\right] .
\end{gathered}
$$

Hence,

$$
\begin{gathered}
\nabla\left(\widetilde{f}_{1}\right)_{\alpha}^{L}(x)=\left(2\left(x_{1}-4+\alpha\right), 2\left(x_{2}-5+\alpha\right)\right), \\
\nabla\left(\widetilde{f}_{1}\right)_{\alpha}^{R}(x)=\left(2\left(x_{1}-2-\alpha\right), 2\left(x_{2}-2-2 \alpha\right)\right), \\
\nabla\left(\widetilde{f}_{2}\right)_{\alpha}^{L}(x)=\left(2\left(x_{1}-\frac{7}{2}+\frac{1}{2} \alpha\right), 2\left(x_{2}-5+\alpha\right)\right), \\
\nabla\left(\widetilde{f}_{2}\right)_{\alpha}^{R}(x)=\left(2\left(x_{1}-2-\alpha\right), 2\left(x_{2}-2-2 \alpha\right)\right) .
\end{gathered}
$$

Let $\bar{x}=(6,6) \in \mathcal{S}$. Since, $\forall x \in \mathcal{S}$,

$$
\begin{gathered}
\left(\widetilde{f}_{1}\right)_{\alpha}(x)=\left[\left(x_{1}-4+\alpha\right)^{2}+\left(x_{2}-5+\alpha\right)^{2},\left(x_{1}-2-\alpha\right)^{2}+\left(x_{2}-2-2 \alpha\right)^{2}\right] \\
\not_{L R}^{s}\left(\widetilde{f}_{1}\right)_{\alpha}(\bar{x})=\left[(2+\alpha)^{2}+(1+\alpha)^{2},(4-\alpha)^{2}+(4-2 \alpha)^{2}\right], \\
\left(\widetilde{f}_{2}\right)_{\alpha}(x)=\left[\left(x_{1}-\frac{7}{2}+\frac{1}{2} \alpha\right)^{2}+\left(x_{2}-5+\alpha\right)^{2},\left(x_{1}-2-\alpha\right)^{2}+\left(x_{2}-2-2 \alpha\right)^{2}\right] \\
\not_{L R}^{s}\left(\widetilde{f}_{2}\right)_{\alpha}(\bar{x})=\left[\left(\frac{5}{2}+\frac{1}{2} \alpha\right)^{2}+(1+\alpha)^{2},(4-\alpha)^{2}+(4-2 \alpha)^{2}\right],
\end{gathered}
$$

for all $\alpha \in[0,1]$, one has, for all $x \in \mathcal{S}$,

$$
\left\{\begin{array}{l}
\widetilde{f}_{1}(x) \not 九^{s} \widetilde{f}_{1}(\bar{x}), \\
\widetilde{f}_{2}(x) \not^{s} \widetilde{f}_{2}(\bar{x}),
\end{array}\right.
$$

i.e., $\bar{x} \in W E(P, 3)$. By some calculations, we have

$$
\begin{gathered}
\nabla\left(\widetilde{f}_{1}\right)_{\alpha}^{L}(\bar{x})=(2(2+\alpha), 2(1+\alpha)), \nabla\left(\widetilde{f}_{1}\right)_{\alpha}^{R}(\bar{x})=(2(4-\alpha), 2(4-2 \alpha)), \\
\nabla\left(\widetilde{f}_{2}\right)_{\alpha}^{L}(\bar{x})=\left(2\left(\frac{5}{2}+\frac{1}{2} \alpha\right), 2(1+\alpha)\right), \nabla\left(\widetilde{f}_{2}\right)_{\alpha}^{R}(\bar{x})=(2(4-\alpha), 2(4-2 \alpha)), \\
\mathcal{T}(\mathcal{S}, \bar{x})=\mathbb{R}_{+}^{2}, T(\bar{x})=T, \nabla g_{t}(\bar{x})=(-t, t-1),
\end{gathered}
$$

$$
\begin{gathered}
\bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})=\left\{x \in \mathbb{R}^{2} \mid x_{1}+x_{2}=-1, x_{1} \leq 0, x_{2} \leq 0\right\} \\
\left(\bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})\right)^{-}=\mathbb{R}_{+}^{2} \subseteq \mathcal{T}(\mathcal{S}, \bar{x}), \operatorname{pos} \bigcup_{t \in T(\bar{x})} \nabla g_{t}(\bar{x})=-\mathbb{R}_{+}^{2}
\end{gathered}
$$

is a closed set. Hence, (ACQ) holds at $\bar{x}$ and all assumptions in Proposition 3 are satisfied. Now, let $\xi_{i}^{L}, \xi_{i}^{R}:[0,1] \rightarrow$ $\mathbb{R}_{+}(i=1,2)$ and $\lambda_{t}:[0,1] \rightarrow \mathbb{R}_{+}$be defined by

$$
\begin{gathered}
\xi_{1}^{L}(\alpha)=\frac{4}{5}, \xi_{1}^{R}(\alpha)=0 \forall \alpha \in[0,1], \\
\xi_{2}^{L}(\alpha)=0, \xi_{2}^{R}(\alpha)=\frac{1}{5} \forall \alpha \in[0,1], \\
\lambda_{t}(\alpha)=\left\{\begin{array}{ll}
2(4+\alpha), & \text { if } t=\frac{3}{5}, \\
0, & \text { otherwise },
\end{array} \quad \forall \alpha \in[0,1] .\right.
\end{gathered}
$$

Then, the functions $\xi_{i}^{L}, \xi_{i}^{R}(i=1,2)$ are nonnegative real-valued functions defined on $[0,1]$ with $\sum_{i=1}^{2}\left(\xi_{i}^{L}(\alpha)+\xi_{i}^{R}(\alpha)\right)=1$ for all $\alpha \in[0,1]$ and $\lambda=\left(\lambda_{t}\right)_{t \in T} \in \Lambda(\bar{x})$. Moreover, for all $\alpha \in[0,1]$, $\sum_{i=1}^{2}\left(\xi_{i}^{L}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{L}(\bar{x})+\xi_{i}^{R}(\alpha) \nabla\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(\bar{x})\right)+\sum_{t \in T} \lambda_{t}(\alpha) \nabla g_{t}(\bar{x})$

$$
\begin{aligned}
& =\frac{4}{5}(2(2+\alpha), 2(1+\alpha))+0+0+\frac{1}{5}(2(4-\alpha), 2(4-2 \alpha))+2(4+\alpha) \cdot\left(-\frac{3}{5},-\frac{2}{5}\right) \\
& =\left(\frac{8(2+\alpha)+2(4-\alpha)}{5}, \frac{8(1+\alpha)+2(4-2 \alpha)}{5}\right)+2(4+\alpha) \cdot\left(-\frac{3}{5},-\frac{2}{5}\right) \\
& =\left(\frac{24+6 \alpha}{5}, \frac{16+4 \alpha}{5}\right)+2(4+\alpha) \cdot\left(-\frac{3}{5},-\frac{2}{5}\right)=(0,0),
\end{aligned}
$$

i.e., the conclusion of Proposition 3 is fulfilled.

On the other hand, we can verify that $\left(\widetilde{f}_{i}\right)_{\alpha}^{L},\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(i=1,2)$ are convex at $\bar{x}=(6,6)$ for all $\alpha \in[0,1]$ and $g_{t}(t \in T)$ are convex at $\bar{x}$. Hence, all assumptions in Proposition 4 (i) hold. Then, it follows that $\bar{x} \in W E(P, 3)$. Furthermore, $\left(\widetilde{f}_{i}\right)_{\alpha}^{L},\left(\widetilde{f}_{i}\right)_{\alpha}^{R}(i=1,2)$ are also strictly convex at $\bar{x}=0$. Thus, we deduce from Proposition 4 (ii) that $\bar{x} \in S E(P, 1)$.

## 4. Conclusions

In this paper, the Karush-Kuhn-Tucker necessary and sufficient optimality conditions for semi-infinite programming with multiple fuzzy-valued objective functions are investigated. The outcome of the paper extends the results in $[31,32]$ from optimization problems with multiple fuzzy-valued objective functions to semi-infinite programming problems with multiple fuzzy-valued objective functions. In the case that $T$ is a finite set, the main results in the paper are also new since the necessary optimality conditions were not investigated in [31, 32]. Moreover, our approach in this paper is different from that of [18, 19]. Considering the optimality conditions for fuzzy semi-infinite programming problems with nonsmooth functions by using $g H$-derivatives [18, 19, 23] or generalized subdifferentials could be an interesting subject for the future research.

## Acknowledgement

The authors would like to thank the Editors for the help in the processing of the article. The authors are very grateful to the Anonymous Referees for the valuable remarks, which helped to improve the paper. This work is partially supported by Can Tho University.

## REFERENCES

1. J.P. Aubin, and H. Frankowska, Set-Valued Analysis, Birkhäuser, Boston, 1990.
2. Y. Chalco-Cano, W.A. Lodwick, R. Osuna-Gómez, and A. Rufián-Lizana, The Karush-Kuhn-Tucker optimality conditions for fuzzy optimization problems, Fuzzy Optimization and Decision Making, vol. 15, pp. 57-73, 2016.
3. S. Chen, The KKT optimality conditions for optimization problem with interval-valued objective function on Hadamard manifolds, Optimization, doi: 10.1080/02331934.2020.1810248
4. T.D. Chuong, and D.S. Kim, Nonsmooth semi-infinite multiobjective optimization problems, Journal of Optimization Theory and Applications, vol. 160, pp. 748-762, 2014.
5. T.D. Chuong, and J.C. Yao, Isolated and proper efficiencies in semi-infinite vector optimization problems, Journal of Optimization Theory and Applications, vol. 162, pp. 447-462, 2014.
6. M.A. Goberna, and M.A. López, Linear Semi-Infinite Optimization, Wiley, Chichester, 1998.
7. M.A. Goberna, and N. Kanzi, Optimality conditions in convex multiobjective SIP, Mathematical Programming, vol. 164, pp. 67-191, 2017.
8. J.B. Hiriart-Urruty, and C. Lemaréchal, Convex Analysis and Minimization Algorithms I, Springer, Berlin, 1993.
9. B. Jiménez, Strict efficiency in vector optimization, Journal of Mathematical Analysis and Applications, vol. 265, no. 2, pp. 264-284, 2002.
10. N. Kanzi, Lagrange multiplier rules for non-differentiable DC generalized semi-infinite programming problems, Journal of Global Optimization, vol. 56, pp. 417-430, 2013.
11. N. Kanzi, and S. Nobakhtian, Optimality conditions for nonsmooth semi-infinite multiobjective programming, Optimization Letters, vol. 8, pp. 1517-1528, 2014.
12. O. Kostyukova, T. Tchemisova, and M. Kurdina, Existence theorem and optimality conditions for a class of convex semi-infinite problems with noncompact index sets, Statistics, Optimization \& Information Computing, vol. 5, no. 4, pp. 278-294, 2017.
13. O. Kostyukova, and T. Tchemisova, Algorithmic determination of immobile indices in convex SIP problems with polyhedral index sets, INFOR: Information Systems and Operational Research, vol. 58, no. 2, pp. 182-201, 2020.
14. D.T. Luc, Theory of Vector Optimization, Springer, Berlin, 1989.
15. S. Mehrotra, and D. Papp, A cutting surface algorithm for semi-infinite convex programming with an application to moment robust optimization, SIAM Journal on Optimization, vol. 24, no. 4, pp. 1670-1697, 2014.
16. B.S. Mordukhovich, and T.T.A. Nghia, Constraint qualifications and optimality conditions in semi-infinite and infinite programming, Mathematical Programming, vol. 139, pp. 271-300, 2013.
17. B.S. Mordukhovich, Variational Analysis and Applications Springer, New York, 2018.
18. R. Osuna-Gómez, Y. Chalco-Cano, A. Rufián-Lizana, and B. Hernádez-Jiménez, Necessary and suffcient conditions for fuzzy optimality problems, Fuzzy Sets and Systems, vol. 296, pp. 112-123, 2016.
19. R. Osuna-Gómez, B. Hernádez-Jiménez, Y. Chalco-Cano, and G. Ruiz-Garzón, New optimality conditions for multiobjective fuzzy programming problems, Iranian Journal of Fuzzy Systems, vol. 17, no. 3, pp. 19-31, 2020.
20. A.W. Potchinkov, and R.M. Reemtsen, The simultaneous approximation of magnitude and phase by FIR digital filters. I: A new approach, International Journal of Circuit Theory and Applications, vol. 25, no. 3, pp. 167-177, 1997.
21. M. Rahimi, and M. Soleimani-damaneh, Isolated efficiency in nonsmooth semi-infinite multi-objective programming, Optimization, vol. 67, no. 11, pp. 1923-1947, 2018.
22. R.T. Rockafellar, Convex Analysis, Princeton Mathematical Series, vol. 28, Princeton University Press, Princeton, New Jersey, 1970.
23. L. Stefanini, and M. Arana-Jiménez, Karush-Kuhn-Tucker conditions for interval and fuzzy optimization in several variables under total and directional generalized differentiability, Fuzzy Sets and Systems, vol. 362, pp. 1-34, 2019.
24. L.T. Tung, Strong Karush-Kuhn-Tucker optimality conditions for multiobjective semi-infinite programming via tangential subdifferential, RAIRO-Operations Research, vol. 52, no. 4-5, pp. 1019-1041, 2018.
25. L.T. Tung, Karush-Kuhn-Tucker optimality conditions and duality for semi-infinite programming with multiple interval-valued objective functions, Journal of Nonlinear Functional Analysis, vol. 2019, pp. 1-21, 2019.
26. L.T. Tung, Karush-Kuhn-Tucker optimality conditions and duality for convex semi-infinite programming with multiple intervalvalued objective functions, Journal of Applied Mathematics and Computing, vol. 62, pp. 67-91, 2020.
27. L.T. Tung, Karush-Kuhn-Tucker optimality conditions and duality for semi-infinite programming problems with vanishing constraints, Journal of Nonlinear and Variational Analysis, vol. 4, no. 3, pp. 319-336, 2020.
28. L.T. Tung, Karush-Kuhn-Tucker optimality conditions and duality for multiobjective semi-infinite programming with vanishing constraints, Annals of Operations Research, doi: 10.1007/s10479-020-03742-1
29. A.I.F. Vaz, E.M. Fernandes, and M.P.S. Gomes, Robot trajectory planning with semi-infinite programming, European Journal of Operational Research, vol. 153, no. 3, pp. 607-617, 2004.
30. A.I.F. Vaz, and E.C. Ferreira, Air pollution control with semi-infinite programming, Applied Mathematical Modelling, vol. 33 , no. 4, pp. 1957-1969, 2009.
31. H.C. Wu, The Karush-Kuhn-Tucker optimality conditions for the optimization problem with fuzzy-valued objective function, Mathematical Methods of Operations Research, vol. 66, pp. 203-224, 2007.
32. H.C. Wu, The Karush-Kuhn-Tucker optimality conditions for multi-objective programming problems with fuzzy-valued objective functions, Fuzzy Optimization and Decision Making, vol. 8, pp. 1-28, 2009.
33. L.A. Zadeh, Fuzzy sets, Information and Control, vol. 8, pp. 338-353, 1965.

[^0]:    * Correspondence to: Le Thanh Tung (Email: lttung@ctu.edu.vn). Department of Mathematics, College of Natural Sciences, Can Tho University, Can Tho 900000, Vietnam.

